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    Foreword

    I was honored when Tom asked me to write a foreword for his new book. I was excited to hear he was writing a new version of it because I would regularly refer to his previous version and go through it to help me out. With all the new features that have come out since the previous book, version 2 is as helpful as ever!

    Tom had already built quite a reputation for himself while he was still working at Palo Alto Networks, helping out wherever he could, providing guidance and support as a TAC engineer and later as a well established member of the Palo Alto Networks LIVEcommunity. As an independent, Tom, aka Reaper, only built further upon that reputation and continued to assist Palo Alto Networks users where he could. Reaper, considered a legend by many in the community, is still one of the top contributors helping out others and I can only encourage everyone who wants to learn PAN to make full use of this book.

    I mean, there are plenty of technical and smart people around, but not everyone is gifted like Tom at sharing or explaining the knowledge they possess in a fun and encompassing way. Tom has a real knack of conveying his wisdom and makes it easy to understand just by his way of writing. Noobs as well as veteran Palo Alto Networks users will find great tips and tricks, advice, and best practices to leverage.

    This book will not only help you with specific configurations covering most of Palo Alto Networks features (GlobalProtect, High-Availability, SSL decryption, and much more!) but at the same time it will teach you how to adhere to security best practices and troubleshoot any challenges you might encounter with confidence.

    Palo Alto Networks has a ton of features and it might be difficult to know where to begin your PAN journey. With Tom’s guidance you will get started in no time or get advice on how to improve your current security posture.

    Stay secure!

    Kim Wens, aka kiwi

    Sr. Solutions Engineer at Palo Alto Networks
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    Preface

    Mastering Palo Alto Networks covers all aspects of configuring and maintaining Palo Alto Networks firewalls and Panorama management systems. We start with setting up a new system from the factory default settings and learning how the technology works, and move on to building advanced configurations and leveraging next-generation features to safeguard the network and its users. Plenty of tricks, gotchas, and advanced commands are revealed to help administrators gain a firm hold on their deployments. 

    Who this book is for

    This book is for novice to expert level firewall and network engineers. Anyone who is new to Palo Alto Networks will find their way around the basic configurations and will be able to set up a complex configuration after finishing this book. Expert admins will pick up solid tips and tricks to make their config and methodologies even better.

    What this book covers

    Chapter 1, Understanding the Core Technologies, introduces PAN-OS functions and explains the core next-generation firewall features.

    Chapter 2, Setting Up a New Device, provides everything that’s needed to get a fresh device or VM up and running.

    Chapter 3, Building Strong Policies, explains how to create and optimize rules to their maximum potential.

    Chapter 4, Taking Control of Sessions, demonstrates how shaping and redirecting sessions over alternate links can optimize bandwidth usage. It also covers how to apply decryption to inspect encrypted sessions.

    Chapter 5, Services and Operational Modes, demonstrates how shaping and redirecting sessions over alternate links can optimize bandwidth usage. It also covers how to apply decryption to inspect encrypted sessions.

    Chapter 6, Identifying Users and Controlling Access, explains how to leverage User-ID to control user access regardless of their IP address and physical location.

    Chapter 7, Managing Firewalls through Panorama, demonstrates setting up the Panorama central management system, building shared policies, and system configuration.

    Chapter 8, Upgrading Firewalls and Panorama, provides a straightforward and complete process to upgrade any system.

    Chapter 9, Logging and Reporting, demonstrates how to configure log collectors and log forwarding, and explains how to customize and schedule reports.

    Chapter 10, Virtual Private Networks, shows how to set up site-to-site IPsec tunnels and SSL or IPsec user VPNs, and how to enable a clientless VPN.

    Chapter 11, Advanced Protection, covers the creation of custom signatures for App-ID and custom threats, as well as how to configure DDoS and zone protection.

    Chapter 12, Troubleshooting Common Session Issues, guides you through basic troubleshooting steps and session details.

    Chapter 13, A Deep Dive into Troubleshooting, explains advanced troubleshooting techniques, leveraging flow analysis and global counters.

    Chapter 14, Cloud-Based Firewall Deployment, explains how to deploy firewalls in Azure cloud environment, and the unique considerations when setting them to protect resources.

    Chapter 15, Supporting Tools, discusses integrating with third-party tools to gain advanced visibility and control.

    To get the most out of this book

    To follow all the topics we will be covering, it will be helpful if you have access to an up-to-date firewall and Panorama in a lab environment. Being able to spin up test devices that can serve as domain controllers, authentication servers, clients, Docker hosts, and generic web servers will be helpful with some of the more involved chapters. It will also allow you to test your new skills before implementing them in a production environment. Basic networking and system administration skills are required and a familiarity with Wireshark to analyze packet captures is helpful.

    
      
        
          	
            Software/Hardware Covered in the Book

          
          	
            OS Requirements

          
        

        
          	
            PAN-OS, all chassis and VM versions

          
          	
            Any OS capable of supporting a web browser and SSH client

          
        

      
    

    You will need an SSH- and TTY-capable client such as PuTTY or Terminal to access the command-line and console interfaces. 

    If you are using the digital version of this book, we advise you to type the code yourself or access the code via the GitHub repository (link available in the next section). Doing so will help you avoid any potential errors related to the copy/pasting of code. 

    Download the example code files

    The code bundle for the book is hosted on GitHub at https://github.com/PacktPublishing/Mastering-Palo-Alto-Networks-2e. We also have other code bundles from our rich catalog of books and videos available at https://github.com/PacktPublishing/. Check them out!

    Download the color images

    We also provide a PDF file that has color images of the screenshots/diagrams used in this book. You can download it here: https://static.packt-cdn.com/downloads/9781803241418_ColorImages.pdf.

    Conventions used

    There are a number of text conventions used throughout this book.

    CodeInText: Indicates code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles. For example: “Mount the downloaded WebStorm-10*.dmg disk image file as another disk in your system.”

    A block of code is set as follows:

    [default]
exten => s,1,Dial(Zap/1|30)
exten => s,2,Voicemail(u100)
exten => s,102,Voicemail(b100)
exten => i,1,Voicemail(s0)


    Any command-line input or output is written as follows:

    # cp /usr/src/asterisk-addons/configs/cdr_mysql.conf.sample
     /etc/asterisk/cdr_mysql.conf


    Bold: Indicates a new term, an important word, or words that you see on the screen. For example, words in menus or dialog boxes appear in the text like this. For example: “Select System info from the Administration panel.”

    
      Warnings or important notes appear like this.

    

    
      Tips and tricks appear like this.

    

    Get in touch

    Feedback from our readers is always welcome.

    General feedback: Email feedback@packtpub.com, and mention the book’s title in the subject of your message. If you have questions about any aspect of this book, please email us at questions@packtpub.com.

    Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book, we would be grateful if you would report this to us. Please visit http://www.packtpub.com/submit-errata, selecting your book, clicking on the Errata Submission Form link, and entering the details.

    Piracy: If you come across any illegal copies of our works in any form on the internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packtpub.com with a link to the material.

    If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit http://authors.packtpub.com.

  

  
    Share your thoughts

    Once you’ve read Mastering Palo Alto Networks, Second Edition, we’d love to hear your thoughts! Please click here to go straight to the Amazon review page for this book and share your feedback.

    Your review is important to us and the tech community and will help us make sure we’re delivering excellent quality content.

  


  
    1

    Understanding the Core Technologies

    In this chapter, we’re going to examine the core technologies that make up the Palo Alto Networks firewall. 

    We are going to take a closer look at how security zones control how security, Network Address Translation (NAT), and routing verdicts are made. We will review the mechanics behind App-ID and Content-ID so you get a deeper understanding of how packets are processed and security decisions are made by the firewall, and we will review how User-ID contributes to a more robust security stance by applying group-based or user-based access control.

    This chapter will cover the following topics:

    
      	Understanding the zone-based firewall

      	Understanding App-ID and Content-ID

      	The management and data plane

      	Authenticating users with User-ID

    

    By the end of this chapter, you will have a better understanding of how the core technology is built up and will be able to apply these skills when we start building configuration. If you’re preparing for the PCNSE exam, this chapter will also help you understand the fundamentals required to tackle some of the scenario-based questions.

    Technical requirements

    For this chapter, no physical installation is required; technology is only explained. A good understanding of basic networking protocols like UDP and TCP is necessary to fully benefit from the following materials. It is helpful if you’ve already worked with Palo Alto Networks firewalls, but it is not required. Some experience with firewalls or web proxies in general is recommended, as this will make the subject matter more tangible. 

    Understanding the zone-based firewall

    Traditionally, when considering a firewall as an element of your network, most likely you will imagine a network design like the one in Figure 1.1, with two to four areas surrounding a box. Most of the time, whatever is placed in the north is considered dangerous, the east and west are somewhat gray areas, and the south is the happy place where users do their daily tasks. The box in the middle is the firewall:

    [image: ]
    Figure 1.1: Basic network topology

    In reality, a network design may look a lot more complex due to network segmentation, remote offices being connected to headquarters via all sorts of different technologies, and the adoption of cloud vendors.

    In a route-based firewall, zones are simply an architectural or topological concept that helps identify which areas comprise the global network that is used by the company and are usually represented by tags that can be attached to a subnet object. 

    They hold no bearing in any of the security decisions made by the system when processing security policies.

    The zone-based firewall, on the other hand, will use zones as a means to internally classify the source and destination in its state table. When a packet is first received, a source zone lookup is performed. If the source zone has a protection profile associated with it, the packet is evaluated against the profile configuration. If the first packet is a TCP packet, it will also be evaluated against the TCP state where the first packet needs to be a SYN packet, and a SYN-cookie is triggered if the protection profile threshold is reached. Then, a destination zone is determined by checking the Policy-Based Forwarding (PBF) rules and if no results are found, the routing table is consulted. Lastly, the NAT policy is evaluated as the destination IP may be changed by a NAT rule action, thereby changing the destination interface and zone in the routing table. This would require a secondary forwarding lookup to determine the post-NAT egress interface and zone. The following diagram illustrates the phases of packet processing from the first step when the first packet of a new session enters the firewall to the last step where the packet egresses the firewall:

    [image: Figure 1.2 – Phases of packet processing ]
    Figure 1.2: Phases of packet processing

    After these zone lookups have been performed in the Initial Packet Processing, the firewall will continue to the security pre-policy evaluation.

    In the pre-policy evaluation, the “six-tuple” (6-Tuple) is used to match an incoming session against the rule base before establishing or dropping/denying a session. At this stage the firewall does not consider the application just yet, as this can usually not be determined by the first packet in a session.

    The six-tuple consists of the following elements:

    
      	Source IP

      	Source Zone

      	Destination IP

      	Destination Zone

      	Destination Port

      	Protocol

    

    Zones are attached to a physical, virtual, or sub-interface. Each interface can only be part of one single zone. Zones can be created to suit any naming convention and can be very descriptive in their purpose (untrust, dmz, lan, and so on), which ensures that from an administrative standpoint, each area is easily identifiable.

    It is best practice to use zones in all security rules, and leveraging a clear naming convention prevents misconfiguration and makes security rules very readable. Networks that are physically separated for whatever reason but are supposed to be connected topologically (for example, users spread over two buildings that come into the firewall on two separate interfaces) can be combined into the same zone, which simplifies policies.

    It is important to note that there are implied rules that influence intra- or interzone sessions. These rules can be found at the bottom of the security policy:

    
      	Default intrazone connections: Packets flowing from and to the same zone will be implicitly allowed

      	Default interzone connections: Packets flowing from one zone to a different zone are implicitly blocked

    

    Security rules can also be set to only accept traffic within the same zone, between different zones only, or both. This setting can be changed in the rule Type and is set to Universal by default.

    As illustrated in Figure 1.3, the Universal rule allows sessions to flow from all zones in the Source field to all zones in the Destination field, from lan to lan and dmz, and from dmz to lan and dmz.

    Rules set to the Intrazone type only allow sessions to flow inside the same zone regardless of whether multiple zones are added to the security rule: from dmz to dmz and from lan to lan, but not from lan to dmz or from dmz to lan.

    Rules set to the Interzone type only allow sessions to flow between different zones: from dmz to lan and from lan to dmz, but not from dmz to dmz or from lan to lan, even though both are listed in the source and destination.

    This means that you can perfectly control between which interfaces traffic is allowed to flow even if you are unable to define subnets in the source or destination, which for traditional firewalls means sessions will be allowed to flow everywhere.

    [image: Figure 1.3 – Different security rule types and default rules ]
    Figure 1.3: Different security rule types and default rules

    Now that we’ve seen the important role zones play while making security decisions, let’s look at the expected behavior when determining zones.

    Expected behavior when determining zones

    When a packet arrives on an interface, the PBF policy or routing table will be consulted to determine the destination zone based on the original IP address in the packet header.

    Let’s consider the following routing table:

    > show routing route
flags: A:active, ?:loose, C:connect, H:host, S:static, ~:internal, R:rip, O:ospf, B:bgp,
      Oi:ospf intra-area, Oo:ospf inter-area, O1:ospf ext-type-1, O2:ospf ext-type-2, E:ecmp, M:multicast
VIRTUAL ROUTER: default (id 1)
  ==========
destination       nexthop       metric flags  interface    
0.0.0.0/0         198.51.100.1  10A S    ethernet1/1                  
198.51.100.0/24   198.51.100.2  0      A C    ethernet1/1
198.51.100.2/32   0.0.0.0       0      A H                            
192.168.0.0/24    192.168.0.1   0      A C    ethernet1/2              
192.168.0.1/32    0.0.0.0       0      A H         
172.16.0.0/24     172.16.0.1    0      A 
C    ethernet1/3                 
172.16.0.1/32     0.0.0.0       0      A 
H                                                                    
total routes shown: 7


    Let’s assume ethernet1/1 is the external interface with IP address 198.51.100.2 set to zone external, ethernet1/2 is the DMZ interface with IP address 192.168.0.1 set to zone dmz, and ethernet1/3 is the LAN interface with IP 172.16.0.1 and set to zone lan. The default route is going out of interface ethernet1/1 to 198.51.100.1 as a next-hop. There are a few scenarios that will influence how the zone is determined:

    
      	Scenario 1: A packet is received from client PC 172.16.0.5 with destination IP 1.1.1.1.
    
    The firewall quickly determines the source zone is lan and a route lookup determines the destination IP is not a connected network, so the default route needs to be followed to the internet. The destination zone must be external because the egress interface is ethernet1/1.



    
      	Scenario 2: A packet is received from client PC 172.16.0.5 with destination IP 1.1.1.1 but a PBF rule exists that forces all traffic for 1.1.1.1 to the next-hop IP 192.168.0.25. As PBF overrides the routing table, the destination zone will become dmz as the egress interface is now ethernet1/2.

      	Scenario 3: A packet is received from internet IP 203.0.113.1 with destination IP 198.51.100.2. This is a typical example of what NAT looks like to the firewall: it receives a packet with its external IP address as the destination. From the perspective of the NAT policy, the source zone will be external as the IP is not from a connected network and no static route exists, and the destination zone will also be external as the IP is connected to that interface. 

    

    From a security aspect, however, once NAT is applied, the destination zone will change to the zone that the post-NAT destination IP is connected to (usually dmz).

     

    
      Important note

      Remember that NAT policy evaluation happens after the initial zones have been determined, but before the security policy is evaluated. This will cause outbound NAT rules to come from lan and go to external, but inbound NAT rules to match as coming from external and also going to external while the inbound security rule will use the appropriate destination zone. See Figure 1.2.

    

    In this section we saw how the first round of security decisions relies heavily on zones, which should also reflect any rule base you create going forward: use zones in the source and destination as much as possible to fully control the flow of traffic and prevent unexpected behavior. In the next section we’ll look at what happens in the second round, which also makes an NGFW “next generation.” 

    Understanding App-ID and Content-ID

    App-ID and Content-ID are two technologies that go hand in hand and make up the core inspection mechanism. They ensure applications are identified and act as expected, threats are intercepted and action is applied based on a configurable policy, and data exfiltration is prevented.

    How App-ID gives more control

    Determining which application is contained within a specific data flow is the cornerstone of any next-generation firewall. It can no longer be assumed that any sessions using TCP ports 80 and 443 are simply plaintext or encrypted web browsing. Today’s applications predominantly use these ports as their base transport, and many malware developers have leveraged this convergence to well-known ports in an attempt to masquerade their malware as legitimate web traffic while exfiltrating sensitive information or downloading more malicious payloads into an infected host.

    The following image illustrates the steps taken by App-ID to identify applications within flows:

    [image: ]
    Figure 1.4: How App-ID classifies applications

    When a packet is received, App-ID will go through several stages to identify just what something is. First, the 6-Tuple is checked against the security policy to verify whether a certain source, destination, protocol, and port combination is allowed. This will take care of low-hanging fruit if all the unnecessary ports have been closed off and unusual destination ports can already be rejected. Next, the packets will be checked against known application signatures and the app cache to see if the session can be rapidly identified, followed by a second security policy check against the application, now adding App-ID to the required set of identifiers for the security policy to allow the session through.

    If at this time or in future policy checks it is determined that the application is SSH, TLS, or SSL, a secondary policy check is performed to verify whether decryption needs to be applied. If a decryption policy exists, the session will go through decryption and will then be checked again for a known application signature, as the session encapsulated inside TLS or SSH may be something entirely different.

    If in this step the application has not been identified (a maximum of 4 packets after the handshake, or 2,000 bytes), App-ID will use the base protocol to determine which decoder to use to analyze the packets more deeply. If the protocol is known, the decoder will go ahead and decode the protocol, then run the payload against the known application signatures again. The outcome could either be a known application or an unknown generic application, like unknown-tcp. The session is then again re-matched against the security policy to determine whether it is allowed to pass or needs to be rejected or dropped.

    If the protocol is unknown, App-ID will apply heuristics to try and determine which protocol is used in the session. Once it is determined which protocol is used, another security policy check is performed. Once the application has been identified or all options have been exhausted, App-ID will stop processing the packets for identification. Throughout the life of a session, the identified application may change several times as more information is learned from the session through inspecting packet after packet. For example, a TCP session may be identified as SSL, which is the HTTPS application as the firewall detects an SSL handshake. The decryption engine and protocol decoders will then be initiated to decrypt the session and identify what is contained inside the encrypted session. Next, it may detect application web-browsing as the decoder identifies typical browsing behavior such as an HTTP GET. App-ID can then apply known application signatures to identify flickr. Each time the application context changes, the firewall will quickly check whether this particular application is allowed in its security rule base.

    If at this point flickr is allowed, the same session may later switch contexts again as the user tries to upload a photo, which will trigger another security policy check. The session that was previously allowed may now get blocked by the firewall as the sub-application flickr-uploading may not be allowed.

    Once the App-ID process has settled on an application, the application decoder will continuously scan the session for expected and deviant behavior, in case the application changes to a sub-application or a malicious actor is trying to tunnel a different application or protocol over the existing session.

    App-ID signatures and decoders are regularly (usually once a month around the 15th) updated to account for changes to existing applications or protocols and adding new signatures for previously unknown applications or sub-applications to existing apps to add more depth and control (for example, Facebook chat, file sharing, or games).

    App-ID, therefore, allows you to control not only which sessions are allowed to pass through the firewall but also how you can control how these applications are allowed to behave. In the next section we will look at how threats can be prevented and malware blocked.

    How Content-ID makes things safe

    Meanwhile, if the appropriate security profiles have been enabled in the security rules, the Content-ID engine will apply the URL filtering policy and will continuously, and in parallel, scan the session for threats like vulnerability exploits, virus or worm infections, suspicious DNS queries, command and control (C&C or C2) signatures, DoS attacks, port scans, malformed protocols, or data patterns matching sensitive data exfiltration. TCP reassembly and IP defragmentation are performed to prevent packet-level evasion techniques. In the following image you can see how single-pass pattern matching enables simultaneous scanning for multiple types of threats and how URL filtering is added to the mix:

    [image: Figure 1.5 – How Content-ID scans packets ]
    Figure 1.5: How Content-ID scans packets

    All of this happens in parallel because the hardware and software were designed so that each packet is simultaneously processed by an App-ID decoder and a Content-ID stream-based engine, each in a dedicated chip on the chassis or through a dedicated process in a Virtual Machine (VM). This design reduces latency versus serial processing, which means that enabling more security profiles does not come at an exponential cost to performance as is the case with other firewall and IPS solutions.

    In this section you learned how all the layer 7 content inspection components work together to provide you with more visibility into which applications are traversing the firewall while blocking any malicious payload.

    Hardware and VM design is focused on enabling the best performance for parallel processing while still performing tasks that cost processing power that could impede the speed at which flows are able to pass through the system. For this reason, each platform is split up into so-called planes, which we’ll learn about in the next section.

    The management and data plane

    There are two main planes that make up a firewall, the data plane and the management plane, which are physical or logical boards that perform specific functions. All platforms have a management plane. Larger platforms like the PA-5200 have an additional control plane and two to three data planes, and the largest platforms have replaceable hardware blades (line cards) that have up to three data plane equivalents per line card and can hold up to 10 line cards. Smaller platforms like the PA-220 only have one hardware board that virtually splits up responsibilities among its CPU cores.

    The management plane is where all administrative tasks happen. It serves the web interfaces used by the system to allow configuration, provide URL filtering block pages, and serve the client VPN portal. It performs cloud lookups for URL filtering and DNS security, and downloads and installs content updates onto the data plane. It also performs the logic part of routing and communicates with dynamic routing peers and neighbors. Authentication, User-ID, logging, and many other supporting functions are not directly related to processing packets.

    The control plane takes on the task of facilitating communications between multiple data planes and the management plane, and monitoring processes on the data planes.

    The data plane is responsible for processing flows and performs all the security features associated with the next-generation firewall. It scans sessions for patterns and heuristics. It maintains IPsec VPN connections and has hardware offloading to provide wire-speed throughputs. Due to its architecture and the use of interconnected specialty chips, all types of scanning can happen in parallel as each chip processes packets simultaneously and reports its findings.

    A switch fabric enables communication between planes so the data plane can send lookup requests to the management plane, and the management plane can send configuration updates and content updates.

    Now that we’ve covered the most basic functions, and you have a firm grasp of how the hardware is organized, let’s look at identity-based authorization. The ability to identify users and apply different security policies based on identity or group membership is an important feature of the NGFW as it allows for more dynamic security rules that don’t rely on static access lists, but instead allows users to roam inside and outside the campus and still have all the access they need without exposing internal resources.

    Authenticating and authorizing users with User-ID

    Frequently neglected but very powerful when set up properly is a standard (no additional license required) feature called User-ID. Through several mechanisms, the firewall can learn who is initiating which sessions, regardless of their device, operating system, or source IP. Additionally, security policies can be set so users are granted access or restricted in their capabilities based on their individual ID or group membership.

    User-ID expands functionality with granular control of who is accessing certain resources and provides customizable reporting capabilities for forensic or managerial reporting.

    Users can be identified through several different methods:

    
      	Server monitoring:
          	Microsoft Active Directory security log reading for log-on events

          	Microsoft Exchange Server log-on events

          	Novell eDirectory log-on events

        

      

      	The interception of X-Forward-For (XFF) headers, forwarded by a downstream proxy server

      	Client probing using NetBIOS and WMI probes

      	Direct user authentication:
          	The Captive Portal to intercept web requests and serve a user authentication form or transparently authenticate using Kerberos

          	GlobalProtect VPN client integration

        

      

      	Port mapping on a multiuser platform such as Citrix or Microsoft Terminal Server where multiple users will originate from the same source IP

      	The XML API

      	A syslog listener to receive forwarded logs from external authentication systems 

    

    You will have noticed there are many ways to leverage User-ID so we will revisit this topic in depth in Chapter 6, Identifying Users and Controlling Access. 

    Summary

    Now that you’ve completed this chapter, you are able to identify the strengths of using a zone-based firewall versus a route-based one. You understand how applications can be identified even though they may all be using the same protocol and port, and you understand how deep packet inspection is achieved in single-pass parallel processing. Most importantly, you have a firm grasp of which phases a packet goes through to form a session. It’s okay if this information seems a bit overwhelming; we will see more practical applications, and implications, in the next two chapters. We will be taking a closer look at how security and NAT rules behave once you start playing with zones, and how to anticipate expected behavior by simply glancing at the rules.

    If you are preparing for the PCNSE exam, this chapter covered parts of the Planning and Core Concepts and Deploy and Configure domains. Make note of Figure 1.2 regarding packet processing, remember that route lookups and PBF form the basis of zoning, and take note of how App-ID and Content-ID interoperate. 

    In the next chapter we will learn how to set up a firewall from scratch and get up and running in no time. We will glance over the physical and virtual components and how to configure them so traffic can flow through and NAT can be applied where needed.
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    Setting Up a New Device

    In this chapter, we will cover how you can gain access to the console and web interface of a fresh-out-of-the-box firewall appliance or a cleanly staged Virtual Machine (VM). You will learn how to license, update, and upgrade the firewall so that the latest features are available when you start building your security policy, and the latest signatures are always loaded onto the device to protect your users and infrastructure from malware and vulnerability exploits.

    We are going to harden your management configuration to ensure a rigid security stance, and we will also look at the different types of network interface modes—aggregated interfaces and routing.

    In this chapter, we’re going to cover the following main topics:

    
      	Gaining access to the user interface

      	Adding licenses and setting up dynamic updates 

      	Upgrading the firewall

      	Hardening the management interface

      	Understanding the interface types

    

    By the end of this chapter you’ll be able to quickly set up a fresh firewall, register it, and upgrade it to a desirable level in a short amount of time. You’ll be able to apply best practices and leverage strong authentication for your administrative access, and you will be able to quickly identify which interface configuration will suit any given network topology that the firewall needs to be placed in.

    Technical requirements

    For this chapter, a basic understanding of network appliances is required as we will be looking at physically connecting to a device, configuring the management environment, and choosing the data plane interface’s deployment mode. Basic knowledge of standing up a virtual appliance in a virtual environment, including connecting it to virtual switches or virtual interfaces and providing it with network access on a hypervisor, is also required.

    Gaining access to the user interface

    If you are deploying your firewall on a cloud provider like Azure or AWS, take a look at Chapter 14, Cloud-Based Firewall Deployments.

    When taking a new device out of the box or setting up a VM on a local hypervisor, such as VMware ESXi, Fusion, NSX, Hyper-V, KVM, and so on, one of the first things you may need to do is to connect a console cable to gain access to the Command-Line Interface (CLI). 

    Older models only come with an RJ45 console port, so for those you will need a standard DB9-to-RJ45 console cable, optionally patched through a serial-to-USB cable so a modern laptop is able to interface with the port. The pinout for the DB9 should be as follows:

    1 - Empty - Data Carrier Detect (DCD)
2 - 3 - Receive Data (RXD)
3 - 6 - Transmit Data - (TXD)
4 - 7 - Data Terminal Ready (DTR)
5 - 4 - Ground (GND)
6 - 2 - Data Set Ready (DSR)
7 - 8 - Request To Send (RTS)
8 - 1 - Clear to Send - (CTS)
9 - Empty - Ringing Indicator (RI)


    Luckily there are USB-to-RJ45 cables available as well that will save you the trouble of figuring out the correct pinouts. 

    [image: ]
    Figure 2.1: RJ45-to-USB console cable

    All but the very old models also come with a micro-USB port, which allows a console connection to be made using a standard USB-A-to-micro-USB cable, as in the following picture:

    [image: ]
    Figure 2.2: PA-460 RJ45 and the micro USB console ports

    In all cases, you will need to find which COM or TTY port is being used on your computer’s operating system.

    On a Windows machine, the first time you plug in the cable a driver may need to be installed. Once the installation has completed you need to find the virtual COM port number that has been assigned to the console cable. In most cases, you can determine this virtual COM port number by following these steps:

    
      	Open the Device Manager.

      	Click Start | Control Panel | Hardware and Sound | Device Manager (under “Devices and Printers”).

      	In the Device Manager list, look in Ports and find the virtual COM port assigned to the USB port. This entry will look similar to “USB to Serial Port (COM#)” where COM# is the number to be used in the following step.

    

    Once you’ve determined the appropriate COM#, you will need a terminal emulation client to connect to the console. You can use a free client for this, such as PuTTY from https://www.chiark.greenend.org.uk/~sgtatham/putty/latest.html. 

    Besides the COM port, you may need to provide more settings to be able to connect. If asked, use these settings:

    Bits per second: 9600         
Data Bits: 8     
Parity: none               
Stop bits: 1 
Flow control: none            


    On macOS and Linux, a USB serial connection will usually create a new tty (TeleTYpewriter) entry in the /dev/ directory; a USB-to-DB9 dongle may create a Call-Up (CU) entry in the /dev/ directory.

    Find the proper device by searching with either of these commands:

    ls /dev/tty.*
ls /dev/cu.*


    You will find /dev/cu.usbserialxxxxx or /dev/tty.usbmodemxxxxx, where xxxxx is the serial device name.

    Once you determine the appropriate device, you can connect to the console port by using the screen command set to 9600 bits per second:

    screen /dev/tty.usbmodemxxxxx 9600


    Now, go ahead and connect the console cable or micro USB to your laptop and appliance. If you have a port free on your management network, go ahead and connect the firewall’s MGT port to the switch. If you don’t have a management connection available yet, you will need to connect your laptop directly to the MGT port for easier access once the IP is set up on the management interface. Lastly, plug in the power cable.

    If the firewall is loaded in a VM or cloud entity, hit the Start button to boot up the virtual appliance.

    Once you’ve logged on to the console, you will see the operating system boot up, and if the firewall is already connected to a DHCP-enabled management network, you will see something similar to the following, where the DHCP address is already listed for your convenience:

    [image: Figure 2.3 – PA-VM post-boot DHCP information ]
    Figure 2.3: PA-VM post-boot DHCP information

    If you missed this information, you can log on and use the following command to see the DHCP information:

    admin@PA-220> show system info
hostname: PA-220
ip-address: 192.168.27.116
public-ip-address: unknown
netmask: 255.255.255.0
default-gateway: 192.168.27.1
ip-assignment: dhcp


    If, for some reason, you have not received a DHCP address yet from your DHCP server, you can initiate a renew action from the CLI by using a > request dhcp client management-interface renew command.

    
      Important note

      The default username and password for a factory settings appliance or VM are as follows:

      Username: admin

      Password: admin

      The first time you log on, you will be asked to change this default password.

    

    If your network does not have a DHCP server, or you connected the firewall directly to your laptop, you will need to set an IP address manually. Copy and paste the following sheet into a text file and alter the <IP> entries with the appropriate IP for your management interface, the default gateway it will use to reach out to the internet, and the DNS servers it will use to resolve the domain names. Type the netmask in quad decimals, not in CIDR (slash notation subnet, such as /16 and /24):

    configure
set deviceconfig system type static
set deviceconfig system ip-address <IP>
set deviceconfig system netmask <x.x.x.x>
set deviceconfig system default-gateway <IP>
set deviceconfig system dns-setting servers primary <IP>
set deviceconfig system dns-setting servers secondary <IP>
commit


    You can chain set commands that belong in the same path and class so that you do not need to set each attribute in individual set commands; instead, you can add all the desired settings all at once. In the next example, I went into configuration mode, switched the management interface from DHCP to static configuration, and then combined all the configuration parameters for the management interface into one set command. Start by changing the default password to a new one, and then add the interface configuration:

    admin@PA-220> set password
Enter old password :
Enter new password :
Confirm password   :
Password changed
admin@PA-220> configure
Entering configuration mode
[edit]                                                        
admin@PA-220# set deviceconfig system type static
[edit]                                                                                                            admin@PA-220# set deviceconfig system ip-address 192.168.27.5 netmask 255.255.255.0 default-gateway 192.168.27.1 dns-setting servers primary 1.1.1.1 secondary 1.0.0.1
[edit]                                                                                                            admin@PA-220# commit
Commit job 2 is in progress. Use Ctrl+C to return to command prompt
...........................................55%....75%.....98%.......................100%
Configuration committed successfully
[edit]
admin@PA-220#


    You may need to log back in after running the commit statement as the admin password was changed.

    
      Important note

      The > prompt in username@hostname> indicates that you are in operational mode and can execute runtime commands. The # prompt in username@hostname# indicates that you are in configuration mode and can add configuration parameters.

      Operational commands can be run from config mode by prefixing run to a command—for example, user@host# run show clock.

    

    Once the commit job finishes, you will be able to connect to the web interface through https://<IP> or by using an SSH client, such as PuTTY or the ssh command in Linux or macOS.

    You are now able to get onto a freshly started firewall and configure it, so we can move on to the next step and gain access to the web interface.

    Connecting to the web interface and CLI

    Now that your device has an IP address, you can connect to its web interface via any browser using https://<IP>.

    You will be met with an unfriendly error message, as in the following screenshots. This is due to the web interface using a self-signed certificate that has not been validated by any authority. For now, this can be safely ignored:

    [image: Figure 2.4 – Certificate warnings in Chrome and Firefox ]
    Figure 2.4: Certificate warnings in Chrome and Firefox

    An SSH client will provide you with a slightly friendlier question:

    tom$ ssh -l admin 192.168.27.115
The authenticity of host '192.168.27.115 (192.168.27.115)' can't be established.
RSA key fingerprint is SHA256:Qmre8VyePwwGlaDmm6JTYtjou42d1i/Ru6xZmmEk8Yc.
Are you sure you want to continue connecting (yes/no)?


    The SSH connection will provide you with mostly the same user experience as the console connection, but SSH is more responsive and secure, and you can now access your device from anywhere on the management network.

    The web interface provides you with a whole new user experience. When prompted for your username and password, input the default admin/admin combination or the username and password you created on the cloud provider.

    Once you are logged in, the first screen you will see is the dashboard, which contains some general information about the health of your system, config changes, and which admins are logged on. The dashboard can be customized and additional widgets can be added from a list of prepared widgets, or widgets can be removed if they are not relevant. 

    For now, the General Information widget contains the most important information as you will need the serial number of the physical device, or the CPU ID and UUID on a virtual device, as shown in the screenshot below. The CPU ID and UUID will be needed to register and activate the VM while a physical device can be activated by its serial number:

    [image: Figure 2.5 – On the left is a PA-220 device, and on the right is a PA-VM device ]
    Figure 2.5: On the left is a PA-220 device, and on the right is a PA-VM device

    Now that you have access to the web interface and are able to collect the system’s base information, we can go ahead and register the firewall and activate any of the feature licenses that were purchased. We will now have a look at how to perform the registration and licensing procedures.

    Adding licenses and setting up dynamic updates

    Before we can start adding licenses, the device needs to be registered. You will need to note down the device’s serial number or, if you do not have a support portal account, the sales order number to create a new account.

    Open a new tab or browser and navigate to https://support.paloaltonetworks.com.

    If you do not have an account yet, you will first need to create a new one so you gain access to the portal from where you will be able to manage all your devices, activate your licenses, download software packages and updates, and access support cases. If you already have a CSP (customer support portal) account, you can skip to Registering a new device.

    Creating a new account

    When creating a new account, you will be asked for an email address and whether you want to register using a serial number or an Authorization (auth) code, as in the following screenshot. The serial number is needed when registering a hardware appliance; the auth code is used when registering a VM device:

    [image: Figure 2.6 – Serial or authorization code device registration ]
    Figure 2.6: Serial or authorization code device registration

    Alternatively, if you have set up a virtual appliance on one of the cloud providers, you can pick which provider your device is running on (such as Amazon Web Services, Azure, Google Cloud Platform, and so on).

    You then need to provide some basic details, such as the address, the password, the device’s serial number, the auth code, and the sales order number or customer ID, if your company already has an account:

    [image: Figure 2.7 – General information and device and sales order details ]
    Figure 2.7: General information and device and sales order details

    This account creation step will already register your first device; you can go ahead and register more devices in the following section.

    Registering a new device

    Ensure you are logged in to your account on the support portal and click on Register a Device from the home page:

    [image: Figure 2.8 – Register a Device from the support portal home page ]
    Figure 2.8: Register a Device from the support portal home page

    You will be presented with the option to register using a serial number or an auth code. The serial number is needed when registering a hardware appliance and the auth code is used when registering a VM device:

    [image: Figure 2.9 – Serial or auth code device registration ]
    Figure 2.9: Serial or auth code device registration

    Register device using Serial Number or Authorization Code will ask you for the serial number, a friendly device name, and a tag if you have several “pools” of devices in your account already. It will also request address details as to where the device will be deployed for RMA purposes.

    If you deployed a cloud instance, you can choose to register usage-based VM series models. You’ll be asked for the serial number, CPUID, and UUID:

    [image: Figure 2.10 – Adding a cloud instance to the assets ]
    Figure 2.10: Adding a cloud instance to the assets

    Now that the devices are registered, it is time to activate the feature and support licenses.

    Activating licenses

    Once the device is registered, you can add the licenses. You will have received one (a bundle) or several auth codes that you need to enter on the portal or via the Device | Licenses tab to activate the license and start using the feature on your device. There are multiple ways to activate licenses, which we’ll cover in the following sections, but let’s take a look at the different types of licenses first. 

    Some of the most common licenses include the following:

    
      	Support: Platinum 4h (PLAT), Premium 24/7 (PREM), Standard 9/5 (STD), Partner-enabled 4h support (B4HR), or Regular Partner-enabled support (BND). Support licenses grant you access to a support organization, allow you to download software and app ID updates, and entitle you to replacement hardware if your firewall breaks.

      	Threat Prevention (TP): Antivirus, anti-spyware, threat prevention, and daily updates.

      	PAN-DB URL filtering (URL4) is the basic cloud-based URL category lookup license. This license will be phased out in favor of ADVURL.

      	Advanced URL filtering (ADVURL) is the Machine Learning (ML)-enabled URL filtering license that adds an automated mechanism to analyze unknown URLs in real time.

      	GlobalProtect (GP) enables mobile applications on Android, iOS, Win10 UWP, Chrome OS, and Linux. It enables Host Information Profile (HIP) checks and agentless VPNs. It also allows split tunneling based on host application or domain names.

      	DNS security (DNS): Dynamic DNS signature lookups and blocking or “sinkholing” of malicious DNS requests.

      	WildFire (WF): Live threat signature feed, real-time ML-enabled analysis, and cloud-based sandbox analysis.

      	Decryption port mirroring: Allows decrypted sessions to be copied to a different device for additional IDS scanning via a dedicated “port mirror” interface.

      	Internet of Things (IOT): Enables detection of IoT devices and generates rulebase adjustments to protect vulnerable IoT devices.

      	Data Loss Prevention (DLP): ML-powered data loss prevention scanning.

    

    More features are being added as Palo Alto Networks announces new products.

    Activating licenses via the customer support portal

    In the Customer Support Portal (CSP), you can find your registered devices under the Assets tab as a device. There’s a pencil icon that allows you to activate auth codes:

    [image: Figure 2.11 – The Devices page in the CSP ]
    Figure 2.11: The Devices page in the CSP

    You will notice there is already a software warranty support license active for a limited amount of time. This is a temporary support license that allows a Return Merchandise Authorization (RMA) to be started if your device arrives broken in the box. To add the actual support license and any feature licenses, click on the pencil icon in the Actions column you see in Figure 2.11. This will call the pop-over feature activation window:

    [image: Figure 2.12 – Adding auth codes to activate services ]
    Figure 2.12: Adding auth codes to activate services

    Once you’ve added all your licenses, the device should look something like this:

    [image: Figure 2.13 – A fully licensed device ]
    Figure 2.13: A fully licensed device

    The little download icons next to each license allow you to download the license key file so that you can upload the key onto the firewall. This is required if you intend to run the firewall without an internet connection and want to be able to upload signature files and enforce security profiles.

    Besides activating licenses via the support portal, they can also be activated directly from the firewall interface.

    Activating licenses via the web interface

    You can also activate licenses by navigating to Device | Licenses. This procedure requires that the management interface has an internet connection and is able to resolve internet domain names via DNS. If an internet connection is not available, see the previous section on how to download the license keys.

    If you activated the licenses in the CSP and then proceeded to download the license key files, you can click on Manually upload license key.

    If you activated the licenses on the CSP and want to fetch the licenses, click Retrieve license keys from license server. Make sure the firewall has been set up with a functional default gateway and DNS servers.

    If you want to activate new licenses with an auth code, click on Activate feature using authorization code and you will see a popup where you can enter each auth code individually:

    [image: Figure 2.14 – Activating a license using an auth code ]
    Figure 2.14: Activating a license using an auth code

    With each added license, a section will be added containing the license information:

    [image: Figure 2.15 – Active licenses on the device ]
    Figure 2.15: Active licenses on the device

    To activate the support license, you may need to activate the auth key through the Support menu item:

    [image: Figure 2.16 – Activate support using an authorization code ]
    Figure 2.16: Activate support using an authorization code

    
      Important note

      The support license is more like a contract than a license required for a feature to work; a support person will take your call if something goes wrong, a replacement device will be sent if your unit is broken, and so on. This is the only license that does not need to be on the device necessarily before features start to function, i.e. all base functionality will work without the support license present.

    

    After all licenses are activated on the device, the next step is to start downloading and scheduling updates to the different databases.

    Downloading and scheduling dynamic updates

    Now that all the licenses are active, you can set up dynamic updates and start downloading all the content packages.

    Navigate to the Dynamic Updates menu under the Device tab, where you can manually download content packages and set up schedules and installation preferences. The first time you visit this menu, it may look a bit off as the available content has not been loaded onto the device yet. Click the Check Now button to connect to the updates server and fetch the available packages for your system, as shown:

    [image: Figure 2.17 – The initial Dynamic Updates view ]
    Figure 2.17: The initial Dynamic Updates view

    Once the updates have been fetched, you may still notice that some antivirus packages are missing. This is because the device first needs to be brought up to date with all the app ID and content ID application and decoder updates before further packages can be loaded onto the system. Go ahead and download the latest Applications and Threats package:

    [image: Figure 2.18 – Downloading the first Applications and Threats package ]
    Figure 2.18: Downloading the first Applications and Threats package

    
      Important note

      If no threat prevention license has been activated, there will only be an Applications package available for download.

    

    Once the package has been downloaded, click Install. Once the installation has completed, click Check Now again, and the antivirus will become available. Go ahead and download and install the latest package of antivirus updates.

    
      Important note

      URL filtering and DNS security do not have update packages because URLs are looked up against the cloud service and then stored in the local cache.

    

    You can now start building schedules by clicking on the blue None (Manual) option after Schedule:

    [image: Figure 2.19 – The antivirus and WildFire schedules ]
    Figure 2.19: The antivirus and Wildfire schedules

    The antivirus and WildFire schedules look very similar.

    Recurrence tells the firewall how regularly it needs to check for updates. The update interval options for Antivirus are Weekly, Daily, Hourly, or Manual. The update interval options for WildFire are Real-time, Every minute, 15 minutes, 30 minutes, 1 hour, or Never. When Recurrence is set to any value higher than 1 minute, you can additionally set at which minute within the frame the actual check should take place. This helps prevent conflicting update connections to the update server in cases where the outgoing internet bandwidth is restricted. The action can be set to simply download or to download-and-install. If the action is set to download, manual installation is required.

    Threshold is a feature that the antivirus update shares with Applications and Threats:
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    Figure 2.20: Antivirus and WildFire schedules

    Threshold is a setting that delays the installation of a content package for a set amount of hours. At the time that this threshold expires, the firewall checks for a new update package. If a new package is found, the new package is downloaded and Threshold is reset for one more attempt. If yet another update package is found after the first reset, the schedule will reset until the next full occurrence. If no new packages are detected, the package will be installed as defined by Threshold.

    The threshold delay is a mechanism to prevent installing faulty packages; if the vendor provides poorly crafted content, the delay is set in hours, which should allow other accounts to experience the flaws and report the content issue back to the support teams. So, the content is rolled back via the administrators or the vendor. This thresholding option correlates with a company’s tolerance for the risk of vendor errors and the balance of new and emerging threats to the organization.

     

    
      PCNSE Tip: 

      According to Palo Alto Networks’ best practices, a security-first approach is to set the threshold between 6 to 12 hours; however, for a critical environment the threshold should be 24 hours.

    

    The Application content package also has an option to completely disable all new app IDs or enable a separate threshold on the app IDs only. The reasoning here is that what is identified as web browsing today may change into a unique application after installing the Application content package tomorrow. If the security policy has been set up to only allow previously known applications, this could potentially cause issues with users who suddenly can’t access that specific application.

    The Threshold setting allows you to schedule a review period to see whether any applications need to be accounted for in the security policy before they become active. If no action is needed, the applications will become active automatically. The Disable new apps in content update option will not activate any new applications until you manually review and activate all new applications.

    
      Important note

      At the time of writing, the release schedule for new applications is every third Thursday of each month. Regular threat package updates happen on Tuesdays, but urgent updates are sent out immediately.

    

    The following section provides a quick set of recommendations for scheduling dynamic updates.

    Dynamic updates cheat sheet

    
      	Click on Check Now

      	Download and install the latest panupv2-all-contents or panupv2-all-apps package:
          	panupv2-all-content includes all app ID, spyware, and vulnerability updates. This package requires an active TP license to be installed successfully.

          	panupv2-all-apps only includes app ID updates and is used when a TP license is not active on the device.

        

      

      	Click Check Now, which will make the antivirus packages visible

      	Download and install the latest panup-all-antivirus package

      	Set an Antivirus update schedule:
          	Hourly recurrence

          	15 minutes after the hour

          	Download and install

          	6 hour threshold

        

      

      	If you have a WildFire subscription license, set a WildFire update schedule:
          	Realtime (firewalls on high-latency internet links can be set to 1-minute or 15-minute update intervals)

        

      

      	Set an Applications and Threats update schedule:
          	Every 30 minutes.

          	7 minutes past the half-hour.

          	Download and Install.

          	6 hour threshold.

          	Allow extra time to review new App-IDs: Leave blank if new app IDs can be added immediately; set to 48 hour threshold (or more) if the security team wishes to review new applications before they are activated.

        

      

    

    The settings in the previous section are considered best practices as they ensure dynamic updates are scheduled not to interfere with other scheduled tasks, like report generation. The threshold ensures an update is not applied until some time has passed by postponing the actual installation and then rechecking the available content package at the threshold time. If a new package is available due to an error or an urgent update, the new package is downloaded and the threshold timer refreshed. The process repeats once the threshold has been reached again and either the latest package is installed, or the update is postponed to the next scheduled occurrence. Not only do content packages need to be updated frequently, but new software versions are made available at regular times to address bugs, or introduce new features. Let’s now have a look at the steps needed to upgrade your firewall.

    Upgrading the firewall

    In this section, you will learn how to upgrade your firewall and what steps need to be taken to ensure a smooth process. We will review important information to keep in mind when preparing your maintenance window and providing for a contingency plan. In-depth upgrade procedures are provided in Chapter 8, Upgrading Firewalls and Panorama.

    Understanding the partitions

    Before we start the upgrade procedure, there’s an important bit of information you need to know. Like most Linux systems, the hard disk has been partitioned into specific segments. These segments serve a specific purpose.

    A few important ones are as follows:

    
      	/ is the root partition, which is where the operating system is installed

      	/opt/pancfg is where the configuration files and dynamic update files are kept

      	/opt/panrepo is the repository for downloaded operating system (PAN-OS) images

      	/opt/panlogs is the partition where logdatabase is stored

    

    The disk space usage can be viewed with the following command:

    admin@PA-220> show system disk-space
Filesystem      Size  Used Avail Use% Mounted on
/dev/root       3.8G  1.7G  1.9G  48% /
none            2.0G   60K  2.0G   1% /dev
/dev/mmcblk0p5   12G  3.3G  7.5G  31% /opt/pancfg
/dev/mmcblk0p6  3.8G  2.2G  1.5G  59% /opt/panrepo
tmpfs           2.0G  247M  1.8G  13% /dev/shm
cgroup_root     2.0G     0  2.0G   0% /cgroup
/dev/mmcblk0p8  4.6G  3.5G  942M  79% /opt/panlogs
/dev/loop0      111M  5.6M  100M   6% /opt/panlogs/wildfire/tmpfile
tmpfs            12M     0   12M   0% /opt/pancfg/mgmt/lcaas/ssl/private
None


    The cool thing about the / root partition is that it is actually one of two sysroot partitions. The system has actually been partitioned with two operating system-specific partitions, of which just one is mounted at a time. The upgrade procedure actually installs the new PAN-OS onto the inactive partition. 

    This allows inline upgrades without interrupting the active partition. Once the new operating system has been installed, the GRUB bootloader is configured to load the other sysroot partition at the next boot, causing the new PAN-OS to become active:

    admin@PA-220> debug swm status
Partition         State             Version
--------------------------------------------
sysroot0          REVERTABLE        10.0.3
sysroot1          RUNNING-ACTIVE    10.0.9
maint             EMPTY             None


    This mechanism also allows a smooth rollback in case an upgrade fails and it is decided you need to go back to the previous situation. You can trigger the > debug swm revert debug command to tell the bootloader to switch the toggle again to the previous sysroot partition and reboot the system via > request restart system, and after the device has rebooted, you are back on the previous PAN-OS with the pre-upgrade configuration loaded.

    Upgrade considerations

    When upgrading, you will need to map out where you are, where you need to go, and how you need to get there. Finding where you are can be achieved by looking at the dashboard’s General Information section and looking for the software version. Deciding where you need to go may require some research and consideration:

    
      	Which features are required? Are there new features in a release you need, or are you running smoothly with the features you have?

      	Is the code train “mature”? Is a new major release brand new, and do the new features weigh up against the risk of being an early adopter?

      	Are there outstanding advisories that trump the required features? Was a critical vulnerability found that has not been addressed in the version you plan to go to?

      	When is an upgrade required and when is it optional? Is there a direct need to upgrade due to a vulnerability or a bug, or are there features in a newer release that will be helpful?

    

    These questions will help you determine which upgrades need to take place immediately and which ones can be planned ahead of time, possibly with a more relaxed testing process before deploying to the production environment or even postponed until a more mature maintenance release version is available. 

    Which features are required? 

    Determining which features are contained in each PAN-OS version requires the most research. You can open https://docs.paloaltonetworks.com and search Feature Guide, which will return all the new feature guides for the major PAN-OS versions.

    Is the code train “mature”?

    Maturity can be estimated by looking at the maintenance release version. All PAN-OS versions are made up of three numbers—PAN-OS X.Y.Z (for example, 9.0.5):

    
      	X is the number of the major software release

      	Y is the number of the feature version release

      	Z is the number of the maintenance release

    

    X will change when a new major software version is released containing new functionality and usually containing some changes in its expected behavior and possibly a new look and feel.

    Each new software release is usually followed by a new feature version around 6 to 9 months after its release, mostly containing some new features. Maintenance release versions are released for all code trains anywhere between 5 and 9 weeks and mostly contain bug fixes.

    There will occasionally be PAN-OS version names that end in -hx, which denotes a hotfix. This is a maintenance release that was published ahead of schedule and usually only contains one or a few critical hotfixes (for example, 9.0.2-h1).

    A code train will reach a reliable maturity around the x.x.4 or x.x.5 maintenance release version when it is somewhat safe to assume most critical bugs have been found and addressed.

    Check the release notes for any known issues so that you can appropriately prepare if there are any caveats: https://docs.paloaltonetworks.com/pan-os/9-1/pan-os-release-notes.html.

    Are there outstanding advisories that trump the required features? 

    Advisories regarding which maintenance release versions to choose or avoid can be found at https://securityadvisories.paloaltonetworks.com/ and https://live.paloaltonetworks.com/t5/Customer-Resources/.

    When is an upgrade required and when is it optional? 

    Each major version has a base image, usually the x.x.0 version, which contains all the vital parts of the PAN-OS image. 

    This allows the following maintenance versions to be smaller in size, containing only critical updates. The base image needs to be downloaded onto the system before a maintenance version can be installed. It is not required for the base image to be installed in order to be able to install the maintenance version when upgrading from a lower major version. It is also not required to install any intermediate maintenance versions unless the release notes explicitly mention that there is an issue that requires a step in between.

    Say, for example, that your firewall is currently on PAN-OS 9.1.4 and you need to get to PAN-OS 10.0.5. You can download a PAN-OS 10.0.0 base image, followed by PAN-OS 10.0.5, and then directly install and reboot PAN-OS 10.0.5. Your system will be directly upgraded from 9.1.4 to 10.0.5.

    If your firewall is currently on PAN-OS 9.0.10 and you want to go to PAN-OS 10.0.5, you do need to download, install, and reboot to a PAN-OS 9.1.0 base image before you can install PAN-OS 10.0.5.

    
      Important note

      In the latter case, it is recommended, but not mandatory, to download and install the preferred maintenance release (see the previous Customer Resources URL: https://live.paloaltonetworks.com/t5/Customer-Resources/) in the PAN-OS 9.1 code train to prevent running into bugs that could halt the upgrade process.

    

    You will now have a good understanding of when and why you would need to upgrade and how to decide which version you need to upgrade to. In the following section, we’ll briefly go over the upgrade process via different methods; see Chapter 8, Upgrading Firewalls and Panorama, for a more thorough upgrade process.

    Upgrading via the CLI

    Via the CLI, commands can be quickly executed to perform tasks. When upgrading via the CLI you first need to retrieve the available software images that can be installed on your system. You won’t be able to download any images before the list is retrieved:

    admin@PA-220> request system software check
Version            Size          Released on Downloaded
---------------------------------------------------------
10.1.4            353MB  2021/12/22 11:51:17       no
10.1.3            298MB  2021/10/26 18:51:50       yes
10.1.2            297MB  2021/08/16 14:51:59       no
10.1.1            280MB  2021/07/21 09:33:49       no
10.1.0            540MB  2021/06/02 08:15:33       yes
10.0.8            363MB  2021/10/21 22:42:18       no
10.0.8-h8         359MB  2021/12/20 12:23:36       no


    Next, you can download the desired PAN-OS version:

    admin@PA-220> request system software download version 10.1.4
Download job enqueued with jobid 31


    You can track the download status with the following command:

    admin@PA-220> show jobs id 31
Enqueued            Dequeued ID Type   Status Result Completed
--------------------------------------------------------------
2021/12/3117 23:24:15 23:24:15 31 Downld FIN    OK     23:25:31  
Warnings:
Details:Successfully downloaded
Preloading into software manager
Successfully loaded into software manager   


    When the software is successfully downloaded, you can commence installing it onto the system. You will be prompted that a reboot is required to complete the installation and to confirm whether you are sure that you want to continue. Type Y to proceed with the installation:

    admin@PA-220> request system software install version 10.1.4
Executing this command will install a new version of software. It will not take effect until system is restarted. Do you want to continue? (y or n)
Software install job enqueued with jobid 32. Run 'show jobs id 32' to monitor its status. Please reboot the device after the installation is done.


    You can track the installation progress through the show jobs command:

    admin@PA-220> show jobs id 32
Enqueued            Dequeued ID Type   Status Result Completed
--------------------------------------------------------------
2021/12/3117 23:35:28 23:35:28 32 SWInstall FIN OK     23:38:59  
Warnings:
Details:Software installation successfully completed. Please reboot to switch to the new version.


    To complete the installation, reboot the firewall. Type Y into the dialog if you are certain that you want to go ahead with the reboot. Rebooting will cause all sessions to be interrupted and no new sessions to be accepted until the firewall has completed the autocommit job:

    admin@PA-200> request restart system
Executing this command will disconnect the current session. Do you want to continue? (y or n)


    The autocommit job runs right after a reboot and serves to load the configuration onto the data plane. After a software upgrade, this process can take a while:

    admin@PA-200> show jobs all
Enqueued            Dequeued ID Type   Status Result Completed
--------------------------------------------------------------
2021/12/31 23:44:27 1523:44:27 1  AutoCom FIN   OK      23:44:36  


    If you prefer to upgrade the firewall via the web interface, follow the procedure outlined in the next section.

    Upgrading via the web interface

    Software images can be downloaded and installed from the Device | Software menu. The first time you access this page, you will be presented with an error message because no repository has been loaded yet:

    [image: Figure 2.21 – Error message on the first visit to the software page ]
    Figure 2.21: Error message on the first visit to the software page

    You can ignore this warning; click Close and then click Check Now. Once the repository has loaded, you will see all the available software images:

    [image: ]
    Figure 2.22: Software management page

    Click the Download link next to the PAN-OS version you want to upgrade to and wait for the download dialog to complete.

    Once the new PAN-OS package is downloaded, it will be listed as such on the Software page, as shown. Click the Install link next to the image to start the installation:

    [image: ]
    Figure 2.23: Image downloaded and ready to install

    At the end of the installation, you will be prompted to reboot. You can skip the reboot if you want to postpone the actual upgrade to a later time. Otherwise, click Yes, as shown:

    [image: Figure 2.24 – Post-installation reboot dialog ]
    Figure 2.24: Post-installation reboot dialog

    Below is an upgrade cheat sheet that will help you prepare and plan your upgrade.

    Upgrade cheat sheet

    The next steps outline a solid methodology to get to a stable PAN-OS version before placing the firewall in production:

    
      	Go to https://live.paloaltonetworks.com/t5/Customer-Resources/ for release recommendations.

      	In Device | Software, click on Check Now to load the latest list of available PAN-OS images.

      	Download and install the recommended image of your current release.

      	When the installation completes, a dialog window will ask if you want to reboot the device. Click Yes.

      	Wait for the unit to boot up again and download the base image for the next major version.

      	Download and install the recommended maintenance release for the next major version.

      	When the dialog asks you to reboot the device, click Yes.

      	Repeat steps 5 through 7 until you’re on the version you need to reach.

    

    Remember that for an HA cluster or panorama environment, you need to do the following:

    
      	Disable preemption in the High Availability configuration before you start, and re-enable it after the upgrade is completed on both members

      	Check both members for functionality before you start. The upgraded device will become non-functional until the lowest member has caught up (the cluster favors the lowest software member)

      	Upgrade the panorama centralized management first

    

    You have now made sure the firewall is fully set up for success by ensuring the content packages are automatically downloaded and installed, and the appropriate PAN-OS firmware has been installed. Next we will take a look at ensuring the management interface configuration is set up securely.

    Hardening the management interface

    It is paramount that the management interface is kept secure and access is limited to only those administrators that need access. It is recommended to place the physical management interface in an Out-of-Band (OoB) network, which limits exposure to the broader network. If access to the management server is needed from a different network, it is best to set up a dual-homes bastion host that mediates the connection, either by only allowing admins to log into it and use services from there, or having it set as a (transparent) proxy with a log of all sessions and limiting the source users and IP subnets as much as possible. Admin accounts also need to be set so they only have access to the sections of the configuration they need to access and use external authentication.

    Limiting access via an access list

    The management interface local access list can be edited by navigating to Device | Setup | Interfaces and clicking on the Management Interface:

    [image: Figure 2.25 – Management interface access list ]
    Figure 2.25: Management interface access list

    The associated CLI configure mode command is as follows:

    admin@PA-220>configure
admin@PA-220#set deviceconfig system permitted-ip 192.168.27.0/24 description "management net"
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