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PREFACE




WHAT IS THE GOAL?

The goal of this book is to introduce TensorFlow 2 fundamentals for basic machine learning algorithms in TensorFlow. It is intended to be a fast-paced introduction to various “core” features of TensorFlow, with code samples that cover deep learning and TensorFlow. The material in the chapters illustrates how to solve a variety of tasks using TensorFlow, after which you can do further reading to deepen your knowledge.

This book provides more detailed code samples than those that are found in intermediate and advanced TensorFlow books. Although it contains some basic code samples in TensorFlow, some familiarity with the software will be helpful.

The book will also save you the time required to search for code samples, which is a potentially time-consuming process. In any case, if you’re not sure whether or not you can absorb the material in this book, glance through the code samples to get a feel for the level of complexity. At the risk of stating the obvious, please keep in mind the following point: you will not become an expert in TensorFlow by reading this book.



WHAT WILL I LEARN FROM THIS BOOK?

The first chapter contains TensorFlow code samples that illustrate very simple TensorFlow functionality, followed by a chapter whose code samples illustrate an assortment of built-in APIs. The third chapter delves into the TensorFlow Dataset, with a plethora of code samples that illustrate how to use “lazy” operators in conjunction with datasets. The fourth chapter discusses linear regression and the fifth chapter covers logistic regression. If you think that you’ll struggle significantly with the code in the first two chapters, then an “absolute beginners” type of book is recommended to prepare you for this one.

Another point: although Jupyter is popular, all the code samples in this book are Python scripts. However, you can quickly learn about the useful features of Jupyter through various online tutorials. In addition, it’s worth looking at Google Colaboratory, which is entirely online and is based on Jupyter notebooks, along with free GPU usage.



WHY DOES THIS BOOK INCLUDE TF 1.X MATERIAL?

If you are new to TensorFlow, then feel free to skip the TF 1.x content, particularly if you are starting with a new project involving TensorFlow and you don’t have any TF 1.x. However, as this book goes to print, the vast majority of existing TensorFlow code is TF 1.x code, which is massive when you consider all the companies that are using TensorFlow. Hence, many people who are working with TF 1.x also need to learn how to convert TF 1.x to TF 2.

Almost all the TF 1.x material (including the section regarding the upgrade script from TF 1.x to TF 2) is limited to the second half of Chapter 1. Keep in mind another detail: even if you plan to learn only TF 2, you might be faced with a task that involves upgrading from TF 1.x to TF 2, and now you’ll have some potentially useful information regarding TF 1.x in this book.



THE TF 1.X AND TF 2.0 BOOKS: HOW ARE THEY DIFFERENT?

TensorFlow 2 uses eager execution whereas TensorFlow 1.x uses deferred execution, which means that the coding styles are significantly different. TF 2.0 also introduces new features, such as generators (which are decorated Python functions), that are discussed in that book.

In some cases, TF 1.x and TF 2 contain the same functionality that is implemented using different APIs. For example, tf.data.Dataset in TF 1.x uses iterators (there are four main types) to iterate through datasets, whereas tf.data.Dataset in TF 2 uses generators. The TF 2.0 book contains both types of code samples for tf.data.Dataset code samples (with the primary focus on TF 2.0 coding style).



WHY ISN’T KERAS IN ITS OWN CHAPTER IN THIS BOOK?

The answer is straightforward: this book introduces TensorFlow 2 from the perspective of people who are interested in machine learning. Consequently, Keras is introduced on an “as-needed” topic. For example, Chapter 4 contains a section about Keras in the context of linear regression. Chapter 5 contains a Keras-based code sample in the context of classifiers (specifically for logistic regression). The appendix also contains some Keras-based code samples for advanced topics.

For the same reason, Chapter 5 is devoted to classifiers in machine learning, and the Keras and TF 2 material is discussed in the second half of the chapter. The extent to which this mixture appeals to you depends on your objectives regarding TensorFlow 2 and machine learning.



HOW MUCH KERAS KNOWLEDGE IS NEEDED FOR THIS BOOK?

The answer depends on the extent to which you become involved in machine learning: there are essentially four options available, which are discussed as follows.

Option #1: if you are not interested in Keras, you can skip the last example in Chapter 4 and Chapter 5, as well as the appendix: even so, there is still plenty of TF 2 content in this book.

Option #2: if you only want to learn enough details about Keras to work with linear regression, there is a very simple example in Chapter 4 that follows a “bare bones” section regarding Keras.

Option #3: if you also want to learn about Keras and logistic regression, there is an example in Chapter 5. This example requires some theoretical knowledge involving activation functions, optimizers, and cost functions, all of which are discussed in the first half of Chapter 5.

Option #4: if you want to go even further and also learn about Keras and deep learning, the appendix discusses some of the underpinnings of MLPs, CNNs, RNNs, and LSTMs.

Please keep in mind that Keras is well-integrated into TensorFlow 2 (in the tf.keras namespace), and it provides a layer of abstraction over “pure” TensorFlow that will enable you to develop prototypes more quickly.

If you have never worked with Keras, you’ll probably enjoy the experience, and if need be, you can read some introductory online tutorials in preparation for the Keras-based content in this book. Regardless of your knowledge level, if you decide to skip the Keras-related content for now, eventually you do need to learn Keras in order to fully master TensorFlow 2.



DO I NEED TO LEARN THE THEORY PORTIONS OF THIS BOOK?

Once again, the answer depends on the extent to which you plan to become involved in machine learning. In addition to creating a model, you will use various algorithms to see which ones provide the level of accuracy (or some other metric) that you need for your project. If you fall short, the theoretical aspects of machine learning can help you perform a “forensic” analysis of your model and your data, and ideally assist in determining how to improve your model.

You can acquire a cursory understanding of TensorFlow 2 from the material in this book; delving further into TF 2 depends on your tasks and career goals.



HOW WERE THE CODE SAMPLES CREATED?

The code samples in this book were created and tested using the TensorFlow tf-nightly-2.0-preview (from 4/7/2019) on a MacBook Pro with OS X 10.12.6 (macOS Sierra). Regarding their content: the code samples are derived primarily from the author for his deep learning and TensorFlow graduate course. In some cases there are code samples that incorporate short sections of code from discussions in online forums. The key point to remember is that the code samples follow the “Four Cs”: they must be Clear, Concise, Complete, and Correct to the extent that it’s possible to do so, given the size of this book.



WHAT ARE THE TECHNICAL PREREQUISITES FOR THIS BOOK?

You need some familiarity with Python, and also need to know how to launch Python code from the command line (in a Unix-like environment for Mac users). In addition, a mixture of basic linear algebra (vectors and matrices), probability/statistics (mean, median, standard deviation), and basic concepts in calculus (such as derivatives) will help you learn the material in this book.

Some knowledge of NumPy and Matplotlib is also helpful, and the assumption is that you are familiar with basic functionality (such as NumPy arrays). For example, Chapter 2 contains a code sample that invokes the tf.range() API, which is similar to the NumPy linspace() API; however, the NumPy linspace() API is not explained in the code (so you need to look up the details of this API if it’s unfamiliar). As another example, in Chapter 3 a TF 2 Dataset is described as being analogous to a Pandas DataFrame; however, Pandas APIs are not explained in this book.

One other prerequisite is important for understanding the code samples in the appendix: some familiarity with neural networks, which includes the concept of hidden layers and activation functions (even if you don’t fully understand them). Knowledge of cross entropy is also helpful for some of the code samples.

Also keep in mind that TensorFlow provides a vast assortment of APIs, some of which are discussed in the code samples in the book chapters. While it’s possible for you to “pick up” the purpose of the more intuitive APIs by reading the online documentation, that’s only true for the basic TensorFlow APIs. Consequently, you probably won’t really understand how to “tweak” the values of their parameters and why they are needed until you work with them in TensorFlow code samples. In other words, if you read TensorFlow code samples containing APIs that you do not understand, in many cases it’s not enough to repeatedly read the code samples. 

A more efficient approach is to learn about the purpose of the TensorFlow APIs by reading small code samples that clearly illustrate the purpose of those APIs, after which you can read more complex TensorFlow code samples.



WHAT ARE THE NONTECHNICAL PREREQUISITES FOR THIS BOOK?

Although the answer to this question is more difficult to quantify, it’s very important to have a strong desire to learn TensorFlow and machine learning, along with the motivation and discipline to read and understand the code samples.

Even the non-trivial TensorFlow APIs can be a challenge to understand the first time you encounter them, so be prepared to read the code samples several times. The latter requires persistence when learning TensorFlow, and whether or not you have enough persistence is something that you need to decide for yourself.



WHICH TOPICS ARE EXCLUDED?

The chapters in this book do not cover CNNs (Convolutional Neural Networks), RNNs (Recurrent Neural Networks), or LSTMs (Long Short Term Memory). However, these topics are introduced in the appendix, in a somewhat cursory fashion, which is to say that the appendix is not a substitute for taking a deep learning course.

You will not find in-depth details about TensorFlow layers and estimators (but they are lightly discussed). Keep in mind that online searches on Stackoverflow will often involve solutions employing TF 1.x, whereas solutions for TF 2 will be less common.



HOW DO I SET UP A COMMAND SHELL?

If you are a Mac user, there are three ways to do so. The first method is to use Finder to navigate to Applications > Utilities and then double-click on the Utilities application. Next, if you already have a command shell available, you can launch a new command shell by typing the following command:

open /Applications/Utilities/Terminal.app

A second method for Mac users is to open a new command shell on a MacBook from a command shell that is already visible simply by clicking command+n in that command shell, and your Mac will launch another command shell.

If you are a PC user, you can install Cygwin (open source https://cygwin.com/), which simulates bash commands, or use another toolkit such as MKS (a commercial product). Please read the online documentation that describes the download and installation process. Note that custom aliases are not automatically set if they are defined in a file other than the main start-up file (such as .bash_login).



COMPANION FILES

All the code samples and figures in this book may be obtained by writing to the publisher at info@merclearning.com.



WHAT ARE THE “NEXT STEPS” AFTER FINISHING THIS BOOK?

The answer to this question varies widely, mainly because the answer depends heavily on your objectives. The best answer is to try out a new tool or technique from the book on a problem or task you care about, professionally or personally. Precisely what that might be depends on who you are, as the needs of a data scientist, manager, student, or developer are all different. In addition, keep what you learned in mind as you tackle new challenges.

If you have reached the limits of what you have learned here and want to get further technical depth regarding TensorFlow, there are various online resources and literature describing more complex features of TensorFlow.





CHAPTER 1

INTRODUCTION TO TENSORFLOW 2



Welcome to TensorFlow 2! This chapter introduces you to various features of TensorFlow 2 (abbreviated as TF 2), as well as some of the TF 2 tools and projects that are covered under the TF 2 “umbrella.” You will see TF 2 code samples that illustrate new TF 2 features (such as tf.GradientTape and the @tf.function decorator), plus an assortment of code samples that illustrate how to write code “the TF 2 way.”

Despite the simplicity of many topics in this chapter, they provide you with a foundation for TF 2. This chapter also prepares you for Chapter 2, which delves into frequently used TF 2 APIs that you will encounter in other chapters of this book.

Keep in mind that the TensorFlow 1.x releases are considered legacy code after the production release of TF 2. Google will provide only security-related updates for TF 1.x (i.e., no new code development) and support TensorFlow 1.x for at least another year beyond the initial production release of TF 2. For your convenience, TensorFlow provides a conversion script to facilitate the automatic conversion of TensorFlow 1.x code to TF 2 code in many cases (details provided later in this chapter).

As you saw in the Preface, this chapter contains several sections regarding TF 1.x, all of which are placed near the end of this chapter. If you do not have TF 1.x code, obviously these sections are optional (and they are labeled as such).

The first part of this chapter briefly discusses some TF 2 features and some of the tools that are included under the TF 2 “umbrella.” The second section of this chapter shows you how to write TF 2 code involving TF constants and TF variables.

The third section digresses a bit: you will learn about the new TF 2 Python function decorator @tf.function that is used in many code samples in this chapter. Although this decorator is not always required, it’s important to become comfortable with this feature, and there are some nonintuitive caveats regarding its use that are discussed in this section.

The fourth section of this chapter shows you how to perform typical arithmetic operations in TF 2, how to use some of the built-in TF 2 functions, and how to calculate trigonometric values. If you need to perform scientific calculations, see the code samples that pertain to the type of precision that you can achieve with floating point numbers in TF 2. This section also shows you how to use for loops and how to calculate exponential values.

The fifth section contains TF 2 code samples involving arrays, such as creating an identity matrix, a constant matrix, a random uniform matrix, and a truncated normal matrix, along with an explanation about the difference between a truncated matrix and a random matrix. This section also shows you how to multiply second-order tensors in TF 2 and how to convert Python arrays to second-order tensors in TF 2. The sixth section contains code samples that illustrate how to use some of the new features of TF 2, such as tf.GradientTape.

Although the TF 2 code samples in this book use Python 3.x, it’s possible to modify the code samples in order to run under Python 2.7. Also make note of the following convention in this book (and only this book): TF 1.x files have a “tf_” prefix and TF 2 files have a “tf2_” prefix.

With all that in mind, the next section discusses a few details of TF 2, its architecture, and some of its features.


WHAT IS TF 2?

TF 2 is an open source framework from Google that is the newest version of TensorFlow. The TF 2 framework is a modern framework that’s well-suited for machine learning and deep learning, and it’s available through an Apache license. Interestingly, TensorFlow surprised many people, perhaps even members of the TF team, in terms of the creativity and plethora of use cases for TF in areas such as art, music, and medicine. For a variety of reasons, the TensorFlow team created TF 2 with the goal of consolidating the TF APIs, eliminating duplication of APIs, enabling rapid prototyping, and making debugging an easier experience.

There is good news if you are a fan of Keras: improvements in TF 2 are partially due to the adoption of Keras as part of the core functionality of TF 2. In fact, TF 2 extends and optimizes Keras so that it can take advantage of all the advanced features in TF 2.

If you work primarily with deep learning models (CNNs, RNNs, LSTMs, and so forth), you’ll probably use some of the classes in the tf.keras namespace, which is the implementation of Keras in TF 2. Moreover, tf.keras.layers provides many standard layers for neural networks. As you’ll see later, there are several ways to define Keras-based models, via the tf.keras.Sequential class, a functional style definition, and via a subclassing technique. Alternatively, you can still use lower-level operations and automatic differentiation if you wish to do so.

Furthermore, TF 2 removes duplicate functionality, provides a more intuitive syntax across APIs, and also compatibility throughout the TF 2 ecosystem. TF 2 even provides a backward compatibility module called tf.compat.v1 (which does not include tf.contrib), and a conversion script tf_upgrade_v2 to help users migrate from TF 1.x to TF 2.

Another significant change in TF 2 is eager execution as the default mode (not deferred execution), with new features such as the @tf.function decorator and TF 2 privacy-related features. Here is a condensed list of some TF 2 features and related technologies:

•	support for tf.keras: a specification for high-level code for ML and DL

•	tensorflow.js v1.0: TF in modern browsers

•	TensorFlow Federated: an open source framework for ML and decentralized data

•	ragged tensors: nested variable-length (“uneven”) lists

•	TensorFlow Probability: probabilistic models combined with deep learning

•	Tensor2Tensor: a library of DL models and datasets

TF 2 also supports a variety of programming languages and hardware platforms, including:

•	Support for Python, Java, C++

•	Desktop, server, mobile device (TF Lite)

•	CPU/GPU/TPU support

•	Linux and Mac OS X support

•	VM for Windows

Navigate to the TF 2 home page, where you will find links to many resources for TF 2: https://www.tensorflow.org


TF 2 Use Cases

TF 2 is designed to solve tasks that arise in a plethora of use cases, some of which are listed here:

•	Image recognition

•	Computer vision

•	Voice/sound recognition

•	Time series analysis

•	Language detection

•	Language translation

•	Text-based processing

•	Handwriting recognition

The preceding list of use cases can be solved in TF 1.x as well as TF 2, and in the latter case, the code tends to be simpler and cleaner compared to its TF 1.x counterpart.


TF 2 Architecture: The Short Version

TF 2 is written in C++ and supports operations involving primitive values and tensors (discussed later). The default execution mode for TF 1.x is deferred execution whereas TF 2 uses eager execution (think “immediate mode”). Although TF 1.4 introduced eager execution, the vast majority of TF 1.x code samples that you will find online use deferred execution.

TF 2 supports arithmetic operations on tensors (i.e., multidimensional arrays with enhancements) as well as conditional logic, “for” loops, and “while” loops. Although it’s possible to switch between eager execution mode and deferred mode in TF 2, all the code samples in this book use eager execution mode. 

Data visualization is handled via TensorBoard (discussed in Chapter 2) that is included as part of TF 2. As you will see in the code samples in this book, TF 2 APIs are available in Python and can therefore be embedded in Python scripts.

So, enough already with the high-level introduction: let’s learn how to install TF 2, which is the topic of the next section.


TF 2 Installation

Install TensorFlow by issuing the following command from the command line:

pip install tensorflow==2.0.0-beta0

When a production release of TF 2 is available, you can issue the following command from the command line (which will be the most current version of TF 2):

pip install --upgrade tensorflow

If you want to install a specific version (let’s say version 1.13.1) of TensorFlow, type the following command:

pip install --upgrade tensorflow==1.13.1

You can also downgrade the installed version of TensorFlow. For example, if you have installed version 1.13.1 and you want to install version 1.10, specify the value 1.10 in the preceding code snippet. TensorFlow will uninstall your current version and install the version that you specified (i.e., 1.10).

As a sanity check, create a Python script with the following three lines of code to determine the version number of TF that is installed on your machine:

import tensorflow as tf

print("TF Version:",tf.__version__)

print("eager execution:",tf.executing_eagerly())

Launch the preceding code and you ought to see something similar to the following output:

TF version: 2.0.0-beta0

eager execution: True

As a simple example of TF 2 code, place this code snippet in a text file:

import tensorflow as tf

print("1 + 2 + 3 + 4 =", tf.reduce_sum([1, 2, 3, 4]))

Launch the preceding code from the command line and you should see the following output:

1 + 2 + 3 + 4 = tf.Tensor(10, shape=(), dtype=int32)


TF 2 and the Python REPL

In case you aren’t already familiar with the Python REPL (read-eval-print-loop), it’s accessible by opening a command shell and then typing the following command:

python

As a simple illustration, access TF 2-related functionality in the REPL by importing the TF 2 library as follows:

>>> import tensorflow as tf

Now check the version of TF 2 that is installed on your machine with this command:

>>> print('TF version:',tf.__version__)

The output of the preceding code snippet is shown here (the number that you see depends on which version of TF 2 that you installed):

TF version: 2.0.0-beta0

Although the REPL is useful for short code blocks, the TF 2 code samples in this book are Python scripts that you can launch with the Python executable.



OTHER TF 2-BASED TOOLKITS

In addition to providing support for TF 2-based code on multiple devices, TF 2 provides the following toolkits:

•	TensorBoard for visualization (included as part of TensorFlow)

•	TensorFlow Serving (hosting on a server)

•	TensorFlow Hub

•	TensorFlow Lite (for mobile applications)

•	Tensorflow.js (for Web pages and NodeJS)

TensorBoard is a graph visualization tool that runs in a browser. Launch TensorBoard from the command line as follows: open a command shell and type the following command to access a saved TF graph in the subdirectory /tmp/abc (or a directory of your choice):

tensorboard –logdir /tmp/abc

Note that there are two consecutive dashes (“-”) that precede the logdir parameter in the preceding command. Now launch a browser session and navigate to this URL: localhost:6006

After a few moments you will see a visualization of the TF 2 graph that was created in your code and then saved in the directory /tmp/abc.

TensorFlow Serving is a cloud-based, flexible, high-performance serving system for ML models that is designed for production environments. TensorFlow Serving makes it easy to deploy new algorithms and experiments, while keeping the same server architecture and APIs. More information is here:

https://www.TF2.org/serving/

TensorFlow Lite was specifically created for mobile development (both Android and iOS). Please keep in mind that TensorFlow Lite supersedes TF 2 Mobile, which was an earlier SDK for developing mobile applications. TensorFlow Lite (which also exists for TF 1.x) supports on-device ML inference with low latency and a small binary size. Moreover, TensorFlow Lite supports hardware acceleration with the Android Neural Networks API. More information about TensorFlow Lite is here:

https://www.tensorflow.org/lite/

A more recent addition is tensorflow.js, which provides JavaScript APIs to access TensorFlow in a Web page. The tensorflow.js toolkit was previously called deeplearning.js. You can also use tensorflow.js with NodeJS. More information about tensorflow.js is here:

https://js.tensorflow.org/
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