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PREFACE

Data structures are the building blocks of computer science. The objective of this text is to emphasize the fundamentals of data structures as an introductory subject. It is designed for beginners who would like to learn the basics of data structures and their implementation using the C++ programming language. With this focus in mind, we present various fundamentals of the subject, well supported with real-world analogies to enable a quick understanding of the technical concepts and to help in identifying appropriate data structures to solve specific, practical problems. This book will serve the purpose of a text/reference book and will be of immense help especially to undergraduate or graduate students of various courses in information technology, engineering, computer applications, and
information sciences.

Key Features:

•Practical Applications: Real world analogies as practical applications are given throughout the text to quickly understand and connect the fundamentals of data structures with day to day, real-world scenarios. This approach, in turn, will assist the reader in developing the capability to identify the most appropriate and efficient data structure for solving a specific, real-world problem.

•Frequently Asked Questions: Frequently asked theoretical/practical questions are integrated throughout the content of the book, within related topics to assist readers in grasping the subject.

•Algorithms and Programs: To better understand the fundamentals of data structures at a generic level-followed by its object-oriented implementation in C++, syntax independent algorithms, as well as implemented programs in C++, are discussed throughout the book. This presentation will assist the reader in getting both algorithms and their corresponding implementation within a single book.

•Numerical and Conceptual Exercises: To assist the reader in developing a strong foundation of the subject, various numerical and conceptual problems are included throughout the text.

•Multiple Choice Questions: To assist students for placement-oriented exams in various IT fields, several exercises are suitably chosen and are given in an MCQ format.
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CHAPTER1

INTRODUCTION TO DATA STRUCTURES

In This Chapter

•Introduction

•Types of data structures

•Operations on data structures

•Algorithms

•Approaches for designing an algorithm

•Analyzing an algorithm

•Abstract data types

•Big O notation

•Summary

1.1 Introduction

A data structure is an efficient way of storing and organizing the data elements in the computer memory. Data means a value or a collection of values. Structure refers to a method of organizing the data. The mathematical or logical representation of data in the memory is referred as a data structure. The objective of a data structure is to store, retrieve, and update the data efficiently. A data structure can be referred to as elements grouped under one name. The data elements are called members, and they can be of different types. Data structures are used in almost every program and software system. There are various kinds of data structures that are suited for different types of applications. Data structures are the building blocks of a program. For a program to run efficiently, a programmer must choose appropriate data structures. A data structure is a crucial part of data management. As the name suggests, data management is a task which includes different activities like collection of data, organization of data into structures, and much more. Some examples where data structures are used include stacks, queues, arrays, binary trees, linked lists, hash tables, and so forth.

A data structure helps us to understand the relationship of one element to another element and organize it within the memory. It is a mathematical or logical representation or organization of data in memory. Data structures are extensively applied in the following areas:

Compiler Design

Database Management Systems (DBMS)

Artificial Intelligence

Network and Numerical Analysis

Statistical Analysis Packages

Graphics

Operating Systems (OS)

Simulations

As we see in the previous list, there are many applications in which different data structures are used for their operations. Some data structures sacrifice speed for efficient utilization of memory, while others sacrifice memory utilization and result in faster speed. In today’s world programmers aim not just to build a program, but instead to build an effective program. As previously discussed, for a program to be efficient, a programmer must choose appropriate data structures. Hence, data structures are classified into various types. Now, let us discuss and learn about different types of data structures.


Frequently Asked Questions

Q1. Define the term data structure.

Answer.

A data structure is an organization of data in a computer’s memory or disk storage. In other words, a logical or mathematical model of a particular organization of data is called a data structure. A data structure in computer science is also a way of storing data in a computer so that it can be used efficiently. An appropriate data structure allows a variety of important operations to be performed using both resources, that is, memory space and execution time, efficiently.



1.2Types of Data Structures

Data structures are classified into various types.

1.2.1Linear and Non-Linear Data Structures

A linear data structure is one in which the data elements are stored in a linear, or sequential, order; that is, data is stored in consecutive memory locations. A linear data structure can be represented in two ways; either it is represented by a linear relationship between various elements utilizing consecutive memory locations as in the case of arrays, or it may be represented by a linear relationship between the elements utilizing links from one element to another as in the case of linked lists. Examples of linear data structures include arrays, linked lists, stacks, queues, and so on.

A non-linear data structure is one in which the data is not stored in any sequential order or consecutive memory locations. The data elements in this structure are represented by a hierarchical order. Examples of non-linear data structures include graphs, trees, and so forth.

1.2.2Static and Dynamic Data Structures

A static data structure is a collection of data in memory which is fixed in size and cannot be changed during runtime. The memory size must be known in advance, as the memory cannot be reallocated later in a program. One example is an array.

A dynamic data structure is a collection of data in which memory can be reallocated during execution of a program. The programmer can add or remove elements according to his/her need. Examples include linked lists, graphs, trees, and so on.

1.2.3Homogeneous and Non-Homogeneous Data Structures

A homogeneous data structure is one that contains data elements of the same type, for example, arrays.

A non-homogeneous data structure contains data elements of different types, for example, structures.

1.2.4Primitive and Non-Primitive Data Structures

Primitive data structures are the fundamental data structures or predefined data structures which are supported by a programming language. Examples of primitive data structure types are short, integer, long, float, double, char, pointers, and so forth.

Non-primitive data structures are comparatively more complicated data structures that are created using primitive data structures. Examples of non-primitive data structures are arrays, files, linked lists, stacks, queues, and so on.

Classification of different data structures is shown in Figure 1.1.

[image: figure]

FIGURE 1.1 Classification of different data structures.

We know that C++ supports various data structures. So, we will now introduce all these data structures, and they will be discussed in detail in the upcoming chapters


Frequently Asked Questions

Q2. Write the difference between primitive data structures and non-primitive data structures.

Answer.

Primitive data structures – The data structures that are typically directly operated upon by machine-level instructions, that is, the fundamental data types such as int, float, char, and so on, are known as primitive data structures.

Non-primitive data structures – The data structures which are not fundamental are called non-primitive data structures.




Frequently Asked Questions

Q3. Explain the difference between linear and non-linear data structures.

Answer.

The main difference between linear and non-linear data structures lies in the way in which data elements are organized. In the linear data structure, elements are organized sequentially, and therefore they are easy to implement in a computer’s memory. In non-linear data structures, a data element can be attached to several other data elements to represent specific relationships existing among them.



1.2.5Arrays

An array is a collection of homogeneous (similar) types of data elements in contiguous memory. An array is a linear data structure because all elements of an array are stored in linear order. The various elements of the array are referenced by their index value, also known as the subscript. In C++, an array is declared using the following syntax:

 

  Syntax – <Data type>  array name [size];


The elements are stored in the array as shown in Figure 1.2.

[image: figure]

FIGURE 1.2 Memory representation of an array.

Arrays are used for storing a large amount of data of similar type. They have various advantages and limitations.

Advantages of using arrays

1.Elements are stored in adjacent memory locations; hence, searching is very fast, as any element can be easily accessed.

2.Arrays do not support dynamic memory allocation, so all the memory management is done by the compiler.

Limitations of using arrays

1.Insertion and deletion of elements in arrays is complicated and very time-consuming, as it requires the shifting of elements.

2.Arrays are static; hence, the size must be known in advance.

3.Elements in the array are stored in consecutive memory locations which may or may not be available.

1.2.6Queues

A queue is a linear collection of data elements in which the element inserted first will be the element that is taken out first; that is, a queue is a FIFO (First In First Out) data structure. A queue is a popular linear data structure in which the first element is inserted from one end called the REAR end (also called the tail end), and the deletion of the element takes place from the other end called the FRONT end (also called the head).


Practical Application:

For a simple illustration of a queue, there is a line of people standing at the bus stop and waiting for the bus. Therefore, the first person standing in the line will get into the bus first.



In a computer’s memory queues can be implemented using arrays or linked lists. Figure 1.3 shows the array implementation of a queue. Every queue has FRONT and REAR variables which point to the positions where deletion and insertion are done respectively.

[image: figure]

FIGURE 1.3 Memory representation of a queue.

1.2.7Stacks

A stack is a linear collection of data elements in which insertion and deletion take place only at the top of the stack. A stack is a Last In First Out (LIFO) data structure, because the last element pushed onto the stack will be the first element to be deleted from the stack. Three operations can be performed on the stack, which include PUSH, POP, and PEEP operations. The PUSH operation inputs an element into the top of the stack, while the POP operation removes an element from the stack. The PEEP operation returns the value of the topmost element in the stack without deleting it from the stack. Every stack has a variable TOP which is associated with it. The TOP pointer stores the address of the topmost element in the stack. The TOP is the position where insertion and deletion take place.


Practical Application:

A real-life example of a stack is if there is a pile of plates arranged on a table. A person will pick up the first plate from the top of the stack.



In a computer’s memory stacks can be implemented using arrays or linked lists. Figure 1.4 shows the array implementation of a stack.

[image: figure]

FIGURE 1.4 Memory representation of a stack.

1.2.8Linked List

The major drawback of the array is that the size or the number of elements must be known in advance. Thus, this drawback gave rise to the new concept of a linked list. A linked list is a linear collection of data elements. These data elements are called nodes, which point to the next node using pointers. A linked list is a sequence of nodes in which each node contains one or more than one data field and a pointer which points to the next node. Also, linked lists are dynamic; that is, memory is allocated as and when required.

[image: figure]

FIGURE 1.5 Memory representation of a linked list.

In the previous figure we have made a linked list in which each node is divided into two slots:

1.The first slot contains the information/data.

2.The second slot contains the address of the next node.


Practical Application:

A simple real-life example is a train; here each coach is connected to its previous and next coach (except the first and last coach).



The address part of the last node stores a special value called NULL, which denotes the end of the linked list. The advantage of a linked list over arrays is that now it is easier to insert and delete data elements, as we don’t have to do shifting each time. Yet searching for an element has become difficult. Also, more time is required to search for an element, and it also requires high memory space. Hence, linked lists are used where a collection of data elements is required but the number of data elements in the collection is not known to us in advance.


Frequently Asked Questions

Q4. Define the term linked list.

Answer.

A linked list or one-way list is a linear collection of data elements called nodes, where pointers give the linear order. It is a popular dynamic data structure. The nodes in the linked list are not stored in consecutive memory locations. For every data item in a node of the linked list, there is an associated pointer that gives the address location of the next node in the linked list.



1.2.9Trees

A tree is a popular non-linear data structure in which the data elements or the nodes are represented in a hierarchical order. Here, one of the nodes is shown as the root node of the tree, and the remaining nodes are partitioned into two disjointed sets such that each set is a part of a subtree. A tree makes the searching process very easy, and its recursive programming makes a program optimized and easy to understand.

A binary tree is the simplest form of a tree. A binary tree consists of a root node and two subtrees known as the left subtree and the right subtree, where both subtrees are also binary trees. Each node in a tree consists of three parts, that is, the extreme left part stores a pointer which points to the left subtree, the middle part consists of the data element, and the extreme right part stores a pointer which points to the right subtree. The root is the topmost element of the tree. When there are no nodes in a tree, that is, when ROOT = NULL, then it is called an empty tree.

For example, consider a binary tree where R is the root node of the tree. LEFT and RIGHT are the left and right subtrees of R respectively. Node A is designated as the root node of the tree. Nodes B and C are the left and right child of A respectively. Nodes B, D, E, and G constitute the left subtree of the root. Similarly, nodes C, F, H, and I constitute the right subtree of the root.

[image: figure]

FIGURE 1.6 A binary tree.

Advantages of a tree

1.The searching process is very fast in trees.

2.Insertion and deletion of the elements have become easier as compared to other data structures.


Frequently Asked Questions

Q5. Define the term binary tree.

Answer.

A binary tree is a hierchical data structure in which each node has at most two children, that is, a left and right child. In a binary tree, the degree of each node can be at most two. Binary trees are used to implement binary search trees, which are used for efficient searching and sorting. A variation of BST is an AVL tree where height of left and right sub tree differs by one . A binary tree is a popular subtype of a k-ary tree, where k is 2.



1.2.10Graphs

A graph is a general tree with no parent-child relationship. It is a non-linear data structure which consists of vertices, also called nodes, and the edges which connect those vertices to one another. In a graph, any complex relationship can exist. A graph G may be defined as a finite set of V vertices and E edges. Therefore, G = (V, E) where V is the set of vertices and E is the set of edges. Graphs are used in various applications of mathematics and computer science. Unlike a root node in trees, graphs don’t have root nodes; rather, the nodes can be connected to any node in the graph. Two nodes are termed as neighbors when they are connected via an edge.


Practical Application:

A real-life example of a graph can be seen in workstations where several computers are joined to one another via network connections.



For example, consider a graph G with six vertices and eight edges. Here, Q and Z are neighbors of P. Similarly, R and T are neighbors of S.

[image: figure]

FIGURE 1.7 A graph.

1.3Operations on Data Structures

Here we will discuss various operations which are performed on data structures.

•Creation – It is the process of creating a data structure. Declaration and initialization of the data structure are done here. It is the first operation.

•Insertion – It is the process of adding new data elements in the data structure, for example, to add the details of an employee who has recently joined an organization.

•Deletion – It is the process of removing a particular data element from the given collection of data elements, for example, to remove the name of an employee who has left the company.

•Updating – It is the process of modifying the data elements of a data structure. For example, if the address of a student is changed, then it should be updated.

•Searching – It is used to find the location of a particular data element or all the data elements with the help of a given key, for example, to find the names of people who live in New York.

•Sorting – It is the process of arranging the data elements in some order, that is, either ascending or descending order. An example is arranging the names of students of a class in alphabetical order.

•Merging – It is the process of combining the data elements of two different lists to form a single list of data elements.

•Traversal – It is the process of accessing each data element exactly once so that it can be processed. An example is to print the names of all the students of a class.

•Destruction – It is the process of deleting the entire data structure. It is the last operation in the data structure.

1.4Algorithms

An algorithm is a systematic set of instructions combined to solve a complex problem. It is a step-by-finite-step sequence of instructions, each of which has a clear meaning and can be executed in a minimum amount of effort in finite time. In general, an algorithm is a blueprint for writing a program to solve the problem. Once we have a blueprint of the solution, we can easily implement it in any high-level language like C, C++, and so forth. It solves the problem into the finite number of steps. An algorithm written in a programming language is known as a program. A computer is a machine with no brain or intelligence. Therefore, the computer must be instructed to perform a given task in unambiguous steps. Hence, a programmer must define his problem in the form of an algorithm written in English. Thus, such an algorithm should have following features:

1.An algorithm should be simple and concise.

2.It should be efficient and effective.

3.It should be free of ambiguity; that is, the logic must be clear.

Similarly, an algorithm must have following characteristics:

•Input – It reads the data of the given problem.

•Output – The desired result must be produced.

•Process/Definiteness – Each step or instruction must be unambiguous.

•Effectiveness – Each step should be accurate and concise. The desired result should be produced within a finite time.

•Finiteness – The number of steps should be finite.

1.4.1Developing an Algorithm

To develop an algorithm, some steps are suggested:

1.Defining or understanding the problem.

2.Identifying the result or output of the problem.

3.Identifying the inputs required by the problem and choosing the best input.

4.Designing the logic from the given inputs to get the desired output.

5.Testing the algorithm for different inputs.

6.Repeating the previous steps until it produces the desired result for all the inputs.

1.5Approaches for Designing an Algorithm

A complicated algorithm is divided into smaller units which are called modules. Then these modules are further divided into sub-modules. Thus, in this way, a complex algorithm can easily be solved. The process of dividing an algorithm into modules is called modularization. There are two popular approaches for designing an algorithm:

•Top-Down Approach

•Bottom-Up Approach

Now let us understand both approaches.

1.Top-Down Approach – A top-down approach states that the complex/complicated problem/algorithm should be divided into a smaller number of one or more modules. These smaller modules are further divided into one or more sub-modules. This process of decomposition is repeated until we achieve the desired output of module complexity. A top-down approach starts from the topmost module, and the modules are incremented accordingly until a level is reached where we don’t require any more sub-modules, that is, the desired level of complexity is achieved.

[image: figure]

FIGURE 1.8 Top-down approach.

2.Bottom-Up Approach – A bottom-up algorithm design approach is the opposite of a top-down approach. In this kind of approach, we first start with designing the basic modules and proceed further toward designing the high-level modules. The sub-modules are grouped together to form a module of a higher level. Similarly, all high-level modules are grouped to form more high-level modules. Thus, this process of combining the sub-modules is repeated until we obtain the desired output of the algorithm.
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FIGURE 1.9 Bottom-up approach.

1.6Analyzing an Algorithm

An algorithm can be analyzed by two factors, that is, space and time. We aim to develop an algorithm that makes the best use of both these resources. Analyzing an algorithm measures the efficiency of the algorithm. The efficiency of the algorithm is measured in terms of speed and time complexity. The complexity of an algorithm is a function that measures the space and time used by an algorithm in terms of input size.

Time Complexity – The time complexity of an algorithm is the amount of time taken by an algorithm to run the program completely. It is the running time of the program. The time complexity of an algorithm depends upon the input size. The time complexity is commonly represented by using big O notation. For example, the time complexity of a linear search is O(n).

Space Complexity – The space complexity of an algorithm is the amount of memory space required to run the program completely. The space complexity of an algorithm depends upon the input size.

Time Complexity is categorized into three types:

1.Best Case Running Time – The performance of the algorithm will be best under optimal conditions. For example, the best case for a binary search occurs when the desired element is the middle element of the list. Another example can be of sorting; that is, if the elements are already sorted in a list, then the algorithm will execute in best time.

2.Average Case Running Time – It denotes the behavior of an algorithm when the input is randomly drawn from a given collection or distribution. It is an estimate of the running time for “average” input. It is usually assumed that all inputs of a given size are likely to occur with equal probability.

3.Worst Case Running Time – The behavior of the algorithm in this case concerns the worst possible case of input instance. The worst case running time of an algorithm is an upper bound on the running time for any input. For example, the worst case for a linear search occurs when the desired element is the last element in the list or the element does not exist in the list.


Frequently Asked Questions

Q6. Define the time complexity.

Answer.

Time complexity is a measure which evaluates the count of the operations performed by a given algorithm as a function of the size of the input. It is the approximation of the number of steps necessary to execute an algorithm. It is commonly represented with asymptotic notation, that is, O(g) notation, also known as big O notation, where g is the function of the size of the input data.



1.6.1Time-Space Trade-Off

In computer science, time-space trade-off is a way of solving a particular problem either in less time and more memory space or in more time and less memory space. But if we talk in practical terms, designing such an algorithm in which we can save both space and time is a challenging task. So, we can use more than one algorithm to solve a problem. One may require less time, and the other may require less memory space to execute. Therefore, we sacrifice one thing for the other. Hence, there exists a time-space or time-memory trade-off between algorithms. Thus, this time-space trade-off gives the programmer a rational choice from an informed point of view. So, if time is a big concern for a programmer, then he or she might choose a program which takes less or the minimum time to execute. On the other hand, if space is a prime concern for a programmer, then, in that case, he or she might choose a program that takes less memory space to execute at the cost of more time.

1.7Abstract Data Types

An abstract data type (ADT) is a popular mathematical model of the data objects which define a data type along with various functions that operate on these objects. To understand the meaning of an abstract data type, we will simply break the term into two parts, that is, “data type” and “abstract.” The data type of a variable is a collection of values which a variable can take. There are various data types in C++ that include integer, float, character, long, double, and so on. When we talk about the term “abstract” in the context of data structures, it means apart from detailed specification. It can be considered as a description of the data in a structure with a list of operations to be executed on the data within the structure. Thus, an abstract data type is the specification of a data type that specifies the mathematical and logical model of the data type. For example, when we use stacks and queues, then at that point of time our prime concern is only with the data type and the operations to be performed on those structures. We are not worried about how the data will be stored in the memory. Also, we don’t bother about how push() and pop() operations work. We just know that we have two functions available to us, so we have to use them for insertion and deletion operations.

1.8Big O Notation

The performance of an algorithm, that is, time and space requirements, can be easily compared with other competitive algorithms using asymptotic notations such as the big O notation, the Omega notation, and the Theta notation. The algorithmic complexity can be easily approximated using asymptotic notations by simply ignoring the implementation-dependent factors. For instance, we can compare various available sorting algorithms using big O notation or any other asymptotic notation.

Big O notation is one of the popular analysis characterization schemes, since it provides an upper bound on the complexity of an algorithm. In big O, O(g) is representative of the class of all functions that grow no faster than g. Therefore, if f(n) = O(g(n)) then f(n) <= c(g(n)) for all n> n0 where n0 represents a threshold and c represents a constant.

An algorithm with O(1) complexity is referred to as a constant computing time algorithm. Similarly, an algorithm with O(n) complexity is referred to as a linear algorithm, O(n2) for quadratic algorithms, O(2n) for exponential time algorithms, O(nk) for polynomial time algorithms, and O (log n) for logarithmic time algorithms.

An algorithm with complexity of the order of O(log2n) is considered as one of the best algorithms, while an algorithm with complexity of the order of O(2n) is considered as the worst algorithm. The complexity of computations or the number of iterations required in various types of functions may be compared as follows:

O(log2n) < O(n) < O (n log2n) < O(n2)<O(n3) < O(2n)

1.9Summary

•A data structure determines a way of storing and organizing the data elements in the computer memory. Data means a value or a collection of values. Structure refers to a way of organizing the data. The mathematical or logical representation of data in the memory is referred as a data structure.

•Data structures are classified into various types which include linear and non-linear data structures, primitive and non-primitive data structures, static and dynamic data structures, and homogeneous and non-homogeneous data structures.

•A linear data structure is one in which the data elements are stored in a linear or sequential order; that is, data is stored in consecutive memory locations. A non-linear data structure is one in which the data is not stored in any sequential order or consecutive memory locations.

•A static data structure is a collection of data in memory which is fixed in size and cannot be changed during runtime. A dynamic data structure is a collection of data in which memory can be reallocated during execution of a program.

•Primitive data structures are fundamental data structures or predefined data structures which are supported by a programming language. Non-primitive data structures are comparatively more complicated data structures that are created using primitive data structures.

•A homogeneous data structure is one that contains all data elements of the same type. A non-homogeneous data structure contains data elements of different types.

•An array is a collection of homogeneous (similar) types of data elements in contiguous memory.

•A queue is a linear collection of data elements in which the element inserted first will be the element taken out first, that is, a FIFO data structure. A queue is a linear data structure in which the first element is inserted from one end called the REAR end and the deletion of the element takes place from the other end called the FRONT end.

•A linked list is a sequence of nodes in which each node contains one or more than one data field and a pointer which points to the next node.

•A stack is a linear collection of data elements in which insertion and deletion take place only at one end called the TOP of the stack. A stack is a Last In First Out (LIFO) data structure, because the last element added to the top of the stack will be the first element to be deleted from the top of the stack.

•A tree is a non-linear data structure in which the data elements or the nodes are represented in a hierarchical order. Here, an initial node is designated as the root node of the tree, and the remaining nodes are partitioned into two disjointed sets such that each set is a part of a subtree.

•A binary tree is the simplest form of a tree. A binary tree consists of a root node and two subtrees known as the left subtree and right subtree, where both the subtrees are also binary trees.

•A graph is a general tree with no parent-child relationship. It is a non-linear data structure which consists of vertices or nodes and the edges which connect those vertices with one another.

•An algorithm is a systematic set of instructions combined to solve a complex problem. It is a step-by-finite-step sequence of instructions, each of which has a clear meaning and can be executed in a minimum amount of effort in finite time.

•The process of dividing an algorithm into modules is called modularization.

•The time complexity of an algorithm is described as the amount of time taken by an algorithm to run the program completely. It is the running time of the program.

•The space complexity of an algorithm is the amount of memory space required to run the program completely.

•An ADT (Abstract Data Type) is a mathematical model of the data objects which define a data type as well as the functions to operate on these objects.

•Big O notation is one of the most popular analysis characterization schemes, since it provides an upper bound on the complexity of an algorithm.

1.10Exercises

1.What do you understand by a good program?

2.Explain the classification of data structures.

3.What is an algorithm? Discuss the characteristics of an algorithm.

4.What are the various operations that can be performed on the data structures? Explain each of them with an example.

5.Differentiate an array with a linked list.

6.Explain the terms time complexity and space complexity.

7.What do you understand by the complexity of an algorithm?

8.Write a short note on graphs.

9.What is the process of modularization?

10.Differentiate between stacks and queues with examples.

11.What is meant by abstract data types (ADT)? Explain in detail.

12.Discuss the worst case, best case, and average case time complexity of an algorithm.

13.Write a brief note on trees.

14.Explain how you can develop an algorithm to solve a complex problem.

15.Explain time-memory trade-off in detail.

1.11Multiple Choice Questions

1.Which of the following data structures is a FIFO data structure?

a.Array

b.Stacks

c.Queues

d.Linked List

2.How many maximum children can a binary tree have?

a.0

b.2

c.1

d.3

3.Which of the following data structures uses dynamic memory allocation?

a.Graphs

b.Linked Lists

c.Trees

d.All of these

4.In a queue, deletion is always done from the ______

a.Front end

b.Rear end

c.Middle

d.None of these

5.Which data structure is used to represent complex relationships between the nodes?

a.Linked Lists

b.Trees

c.Stacks

d.Graphs

6.Which of the following is an example of a heterogeneous data structure?

a.Array

b.Structure

c.Linked list

d.None of these

7.In a stack, insertion and deletion takes place from the ______

a.Bottom

b.Middle

c.Top

d.All of these

8.Which of the following is not part of the Abstract Data Type (ADT) description?

a.Operations

b.Data

c.Both (a) and (b)

d.None of the above

9.Which of the following data structures allows deletion at both ends of the list but insertion at one end only?

a.Stack

b.Input Restricted Dequeue

c.Output Restricted Dequeue

d.Priority Queue

10.Which of the following data structures is a linear type?

a.Trees

b.Graphs

c.Queues

d.None of the above

11.Which one of the following is beneficial when the data is stored and has to be retrieved in reverse order?

a.Stack

b.Linked List

c.Queue

d.All of the above

12.A binary search tree whose left and right subtree differ in height by 1 at most is a ____

a.Red Black Tree

b.M way search tree

c.AVL Tree

d.None of the above

13.The operation of processing each element in the list is called ________

a.Traversal

b.Merging

c.Inserting

d.Sorting

14.Which of the following are the two primary measures of the efficiency of an algorithm?

a.Data & Time

b.Data & Space

c.Time & Space

d.Time & Complexity

15.Which one of the following cases does not exist/occur in complexity theory?

a.Average Case

b.Worst Case

c.Best Case

d.Minimal Case
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2.1Introduction

A programming language like C++ is a set of commands that are specifically designed for instructing the computer devices to perform specific tasks. There are three levels of programming languages, which are commonly known as high-level, middle-level, and low-level languages. The level determines the degree of closeness of the programming language with the hardware. Generally, high-level languages are portable, which means they can operate in different machines with fewer modifications. A high-level language, instead of being machine-dependent, is oriented toward problem-solving, whereas a low-level language is limited by the characteristics of the hardware. Each programming language is chosen to solve a particular class of problems depending upon the type of program. However, the C++ language is a middle-level language that directly interacts with the hardware with almost no limitations and can abstract lower layers, and thus it can work as one of the powerful high level-languages.

2.2C++ and Its Characteristics

The C++ language was created and developed by Bjarne Stroustrup, a Danish computer scientist at Bell Labs, in New Jersey in 1979. The C++ language supports all the features, flexibilities, and attributes of C language. It also introduces various new features that were designed to support object-oriented programming. C++ was initially known with the new name of “C with Classes.” Thus, C++ is the object-oriented version of C. When creating C++, Stroustrup successfully accomplished his goal of retaining the efficiency, flexibility, and philosophy of C while also adding new features for OOP (Object Oriented Programming). The following characteristics distinguish C++ from other programming languages:

•C++ is object-oriented programming that allows the program to interact with the help of the objects. It allows greater usability of code in a productive way.

•C++ is portable; that is, the code written in C++ can be compiled in any of the computer systems without any modifications.

•Codes written in C++ are short in comparison with other languages.

•C++ is compatible with the C language; that is, any code written in C can easily be included in C++ with little or no modifications, but the reverse is not possible.

2.3Features of Object-Oriented Programming

The following are the various features or characteristics of object-oriented programming:

•Objects – An object is a container in which the data is stored in the combination of variables, functions, and data structures. An object is that component of a program that interacts with the other parts/pieces of the program. They are the fundamental runtime entities of a program.

•Classes – The building block of C++ that leads to object-oriented programming is a class. A class is actually a user-defined data type that holds its own data members and member functions. It is a way to bind the data members and its functions together. A class can be accessed by creating an object of that class. When a class is defined, we can create any number of objects as an instance of the class. Thus, a class is a collection of objects of similar types. Classes provide a convenient method for packing together a group of logically related data items and functions that work on them. The classes are declared by using the keyword “class” with the following syntax:



class class_name
{
 access specifier: //can be public, private or protected
 data members ;
 ------------
 ------------
 member functions()
 {
    ------------
    ------------
 }
};




Where class_name is the name of the class, data members are the variables to be used, and the member functions are the methods to access the data members.


Frequently Asked Questions

Q1. What is the difference between the base and derived class?

Answer.

When creating a class, instead of writing completely new data members and member functions, the programmer can designate that the new class should inherit the members of an existing class. This existing class is known as a base class, and the new class is known as a derived class. A class can be derived from more than one class, which means it can inherit data and functions from multiple base classes.



•Encapsulation – Encapsulation is a process of wrapping up of data members and member functions into a single unit. It is the mechanism which keeps the code and the data safe from external interference. It implies that there is no direct access granted to the data; that is, it is hidden. So, in order to access that data, we must interact with the object that is responsible for the data. This is also known as data hiding. The process of encapsulation makes the data of the system more secure and reliable.


Practical Application:

The most common example of encapsulation is a capsule. In a capsule, all the medicines are encapsulated inside a single capsule.

[image: figure]



•Inheritance – Inheritance is the process of deriving a new class from the existing one. The existing class is known as the “base class” or “parent class” or “superclass.” The new class is known as the “derived class” or “child class” or “subclass.” The process of inheritance allows the child classes to inherit all the features, that is, variables and methods, of their parent class. Thus, the derived classes will have all the features of their base class, and the programmer can add some new features specific to the derived class. There are five types of inheritances supported in C++, which are as follows:

1.Single Inheritance –A class derived from a single base class is known as single inheritance.

[image: figure]

2.Multilevel Inheritance – Classes derived from the already derived classes are known as multilevel inheritance.

[image: figure]

3.Multiple Inheritance – A class derived from more than one base class is known as multiple inheritance.

[image: figure]

4.Hybrid Inheritance – Hybrid inheritance refers to the combination of one or more types of inheritances.

[image: figure]

5.Hierarchical Inheritance – When more than one class is derived from a single base class, it is known as hierarchical inheritance.

[image: figure]


Practical Application:

The most common real-life example of inheritance is your family, in which your grandfather is the head of the family (base class/ parent class), your father is the child of the grandfather (derived class/ child class), and you are the child of your father (another derived class).

[image: figure]



•Polymorphism – The word polymorphism is derived from the word poly, which means many, and the word morph, which means forms. Therefore, anything that exists in more than one form is referred to as a polymorph. Thus, polymorphism means the ability to make more than one form. Polymorphism usually occurs when there is a hierarchy of classes and the classes are related by inheritance. Polymorphism is considered as one of the most important features of object-oriented programming. Polymorphism is of two types:

1.Compile Time Polymorphism (Static Polymorphism) – It is done using function overloading and operator overloading.

2.Runtime Polymorphism (Dynamic Polymorphism) – It is done using method overriding or virtual functions.


Practical Application:

A person exhibits different roles in different situations; that is, he/she is a child for his/her father, he/she is a student for his/her teachers, he/she is a friend for his/her friends, and so on.



•Abstraction – The process of abstraction is somewhat related to the idea of hiding data that is not essential. Abstraction refers to the act of displaying only the essential features and hiding the background details and explanations that are not needed for the presentation. This is also known as data abstraction. Abstraction is one of the vital features provided by the object-oriented C++ programming language. Since the classes use the concept of data abstraction, they are known as Abstract Data Types (ADT). An abstract data type is a popular mathematical model of the data objects which define a data type along with various functions that operate on these objects. The process of abstraction in C++ is implemented using classes. The class decides which data member will be visible to the outside world and vice versa.


Practical Application:

Consider a man driving a bus. The man only knows that pressing the accelerator will increase the speed of the bus and that applying the brakes decreases the speed of the bus. The man does not know how pressing the accelerator increases the speed or how applying the brakes decreases the speed. Hence, he does not know the inner mechanism of the bus.




Frequently Asked Questions

Q2. Explain the differences between abstraction and encapsulation.

Answer.

Data abstraction refers to providing only essential information to the outside world and hiding the background details, that is, representing the needed information in the program without presenting all the details. On the other hand, encapsulation is an object-oriented programming concept that binds together the data and the functions that manipulate the data and thus keeps them safe from the outside world.



•Message Passing – Message passing is the process of communication between objects. An object-oriented program consists of objects that communicate by sending and receiving information from each other. A message for an object is a request for the execution of a procedure, and thus it will invoke a method in the receiving object that generates the desired results. Message passing involves three things: the name of the object, the name of the function, and the data/information to be sent.

•Dynamic Binding – Dynamic binding is the process by which the code that has to be executed for a given procedure call is known at runtime rather than at the compile time. It is also known as dynamic dispatch. It is an object-oriented programming concept, and it is also related to inheritance and polymorphism.
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FIGURE 2.1 Features of object-oriented programming.


Frequently Asked Questions

Q3. Explain how one can achieve data hiding in C++.

Answer.

Encapsulation supports data hiding by making use of three access specifiers of a class.

1.Public – If a class member is declared as public, it can be used anywhere without the class restrictions.

2.Private – If a class member is declared as private, it can be used by the members of the class.

3.Protected – If a class member is declared as protected, it can only be used by the members of the class and the members of the class derived from the class.



2.4Character Set Used in C++

The character set allowed in C++ consists of the following characters:

1.Alphabets – It includes uppercase as well as lowercase letters of English, i.e., {A, B, C... ., Z} and {a, b, c... ., z}.

2.Digits – It includes decimal digits, i.e. {0, 1, 2 . . ., 9}.

3.White Spaces – It includes spaces, enters, and tabs.

4.Special Characters – It consists of special symbols which include {, !, ?, #, <, >, (, ), %, “, &, ^, *, <<, >>, [, ], +, =, /, -, _, :, ;, }.

2.5C++ Tokens

C++ tokens help us to write a program in C++. C++ supports various types of tokens:

•Keywords

•Identifiers

•Constants

•Variables
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FIGURE 2.2 Various C++ tokens.

Now, let us discuss all of them.

Keywords – Keywords in C++ are the reserved words which have a special meaning. They are written in lower case. Keywords cannot be used as identifiers. Examples are auto, int, float, char, break, switch, continue, double, long, short, unsigned, signed, while, for, else, new, delete, void, and so forth.

Identifiers – An identifier is a name which is given to a constant, variable, function, or array. The rules which are used to define identifiers are as follows:

1.An identifier can have letters, digits, or underscores.

2.It should not start with a digit.

3.It can start with an underscore or a letter.

4.An identifier cannot have special symbols.

5.A keyword cannot be used as an identifier.

For example:



	Acceptable Identifiers
	Unacceptable Identifiers



	a345_
	au to



	yourname34
	12d



	c_65
	n 3_



	average
	5rf_t3




Constants – Constants are the fixed values in C++ that can never be changed. Constants are also known as literals. For example, the value of pi is always fixed. A constant can be of any basic data types. C++ has two types of constants, which are as follows:

•Numeric Constant – It is a constant to which only the integer values are assigned. It consists of an integer constant, float constant, or real constant.

•Character Constant – It is a constant to which only the character values are assigned.

Variables – A variable is a name which is used to refer to some memory location. While working with a variable, we refer to the address of the memory where the data is stored. C++ supports two types of variables, which include character variables and numeric variables.

•Numeric Variables – These are used to store the integer or floating-type values.

•Character Variables – In this variable, single characters are enclosed in single quotes.

2.6Data Types in C++

Data types are the special keywords which define the type of data and the amount of data a variable is holding. There are five basic data types available in C++, which are as follows:

•Integer (int), that is, 23, -98, +786, etc.

•Character (char), that is, ‘A’, ‘x’, ‘u’, etc.

•Void, that is, valueless, which has no value.

•Boolean, that is, either true/false or 1/0.

•Floating point (float), that is, 1.7, -4.6, +9.6, etc.

–Double floating point (double), that is, -87.55653, +9867.3467, etc.

There are various modifiers which are used to alter the meaning of the basic data types, except for void. These modifiers are signed, unsigned, short, and long. All these modifiers can be applied to integers. However, only signed and unsigned can be applied to characters. Further classification is shown in the following table.



	Data Type
	Bytes (in memory)
	Range



	int
	2
	-32,768 to 32,767



	char
	1
	-128 to 127



	double
	8
	-1.7 X 10-308 to 1.7 X 10+308



	float
	4
	-3.4 X 10-38 to 3.4 X 10+38



	unsigned int
	2
	0 to 65535



	signed int
	2
	-32,768 to 32,767



	short int
	2
	-32,768 to 32,767



	long int
	4
	-2147483648 to 2147483647



	unsigned short int
	2
	o to 65535



	signed short int
	2
	-32,768 to 32,767



	unsigned long int
	4
	0 to 4294967294



	signed long int
	4
	-2147483648 to 2147483647



	unsigned char
	1
	0 to 255



	signed char
	1
	-128 to 127



	long double
	10
	-3.4 X 10-493 to 1.1 X 10+493



	Boolean
	1
	true or false




2.7Structure of a C++ Program

There are two ways to design a C++ program, which are as follows:

1.C++ program without classes.

2.C++ program with classes.

Now, let us see both of them with the help of simple programs.[B]

2.7.1 Structure of a C++ Program without Classes


#include <iostream.h>        // Header Files included
#include <conio.h>
void main()                  //Main function
{
 int a, b, sum;              //Variable Declaration
 cout<<“Enter two numbers:”;    //cout statement is used
                                  for printing on screen.
 cin>>a;                     //cin statement is for
                               taking input from keyboard.
 cin>>b;
 sum = a + b;
 cout<<“After addition, the sum is:”<<sum;
 getch();
}                            //End Main




2.7.2 Structure of a C++ Program with Classes


#include <iostream.h>      //Header Files included
#include <conio.h>
class Example         //A Class is created having data
                        members and member functions.
{               
 private:       
 int a, b, sum;       //a, b and sum are declared as private
                        data members of the class.
 public:              
 void input()         //input() and sum() functions are
                        declared as public.
  {
   cout<<“Enter the values:”;
   cin>>a;
   cin>>b;
  }
 void sum()
  {
   sum = a + b;
   cout<<“Sum =”<<sum;
  }
};
void main()                      //Main Function
{
  Example obj;             //obj is the object of the class
                            Example.
  obj.input();       
  obj.sum();
  getch();
}





Frequently Asked Questions

Q4. How is input taken and how is output displayed in C++? Explain.

Answer.

In C++, input and output operators are used to take input and display output. The operator used for taking the input is known as the extraction or get from operator (>>), while the operator used for displaying the output is known as the insertion or put the operator (<<). The statements used for inputting and outputting are cin and cout respectively.



2.8Operators in C++

Operators in C++ are used to perform some specific operations between the different variables and constants. C++ supports a variety of operators, which are given as follows:

■Arithmetic Operators

■Logical Operators

■Assignment Operators

■Relational Operators/ Comparison Operators

■Condition Operators/ Ternary Operators

■Bitwise Operators

■Comma Operators

■Unary Operators

■Sizeof Operator

■New and Delete Operators

■Scope Resolution Operator

Now, let us discuss all of these operators.

Arithmetic Operators

Arithmetic operators are those operators which are used in mathematical computation or calculation. The valid arithmetic operators in C++ are given in the following table.

Let x and y be the two variables.



	Operator
	Operation
	Example



	+
	Addition
	x + y



	-
	Subtraction
	x – y



	*
	Multiplication
	x * y



	%
	Remainder/ Modulus
	x % y



	/
	Division
	x / y




Logical Operators

C++ supports three types of logical operators, which are given as follows:



	Operator
	Description
	Example



	!
	Logical NOT
	!x, !y



	&&
	Logical AND
	x && y



	||
	Logical OR
	x || y




Logical NOT – It is a unary operator. This operator takes a single expression, and it inverts the result such that true becomes false and vice versa. The truth table for logical NOT is given as follows:



	x
	y
	!x
	!y



	0
	1
	1
	0



	1
	0
	0
	1




Logical AND – It is a binary operator. Hence, it takes two inputs or expressions. If both the inputs are true, then the whole expression is true. If both or even any one of the inputs is false, then the whole expression will be false. The truth table for logical AND is given as follows:



	X
	Y
	X & Y



	0
	0
	0



	0
	1
	0



	1
	0
	0



	1
	1
	1




Logical OR – It is also a binary operator; that is, it also takes two expressions. If both the inputs are false, then the output is false. If a single input or both of the inputs are true, then the output will be true. The truth table for logical OR is given as follows:



	X
	Y
	X || Y



	0
	0
	0



	0
	1
	1



	1
	0
	1



	1
	1
	1
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