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			Preface

			Azure VMware Solution (AVS) is a first-party Microsoft Azure service developed in conjunction with VMware that provides a familiar vSphere-based, single-tenant private cloud on Azure that is like the one used by VMware. The VMware technology stack consists of the following components: vSphere, NSX-T, vSAN, and HCX. AVS is installed on dedicated infrastructure in Azure data centers and runs natively on that infrastructure. In comparison to existing on-premises VMware infrastructures, AVS provides a consistent and well-known user experience. Customers may deploy an AVS environment in a matter of hours and migrate virtual machine (VM) resources in a matter of minutes. Microsoft supplies all the networking, storage, management, and support services that are required.

			By the end of this book, you will have learned how to plan, deploy, and configure an AVS environment for real-world results.

			Who this book is for

			This book is intended for VMware administrators, cloud solutions architects, and anyone interested in learning how to deploy, configure, and manage an AVS environment in Azure. It is also for technology leaders who want to get out of the data center business or expand their on-premises data center into Microsoft Azure.

			This book’s readers should already be familiar with VMware solutions and understand Azure networking.

			What this book covers

			Chapter 1, Introduction to Azure VMware Solution, explains how AVS provides a consistent, well-known user experience with existing on-premises VMware environments. Customers can deploy an AVS environment in just a few hours and quickly migrate VM resources.

			Chapter 2, Enterprise-Scale for Azure VMware Solution, is all about the open source Azure Resource Manager and Bicep templates in the Enterprise-scale scenario for AVS. The Enterprise-scale implementation follows the architecture and best practices of the Cloud Adoption Framework’s Azure landing zones, focusing on enterprise-scale design concepts.

			Chapter 3, Planning for an Azure VMware Solution Deployment, identifies and acquires everything that you need for your deployment throughout the planning stage since for a successful production-ready environment for building VMs and migration, planning your AVS deployment is crucial.

			Chapter 4, Deploying Your First Azure VMware Solution Cluster, assists you with learning about AVS ideas, identifying AVS prerequisites, planning for the initial deployment, creating the first AVS private cloud, and connecting an on-premises data center to the AVS software-defined data center (SDDC).

			Chapter 5, Deploying and Configuring HCX in Azure VMware Solution, teaches you how to deploy and configure HCX Advanced in your on-premises vCenter.

			Chapter 6, Adding Network Segments in Azure VMware Solution, guides you on how to configure NSX-T network segments using NSX-T Manager or the Azure portal after a successful AVS private cloud deployment. The segments are logical switches that your AVS workloads require.

			Chapter 7, Creating and Configuring a Secure vWAN Hub for Internet Connectivity, discusses how to connect to the internet via a Virtual WAN, given that utilizing VMware’s SDDC in conjunction with the Azure cloud ecosystem necessitates a distinct set of architectural considerations for cloud-native and hybrid situations.

			Chapter 8, Inspecting Traffic for AVS, details how, when migrating to AVS, customers may want to preserve operational continuity with their existing third-party networking and security solutions. The communication mechanism has nothing to do with the NSX-T service insertion/network introspection certification process for vSphere or AVS, and third-party platforms may include products from Cisco, Juniper, or Palo Alto Networks.

			Chapter 9, Adding Additional Storage to the AVS Datastore, walks you through the process of deploying an Azure NetApp Files share and adding it to your datastore because every firm must understand the choices for expanding the datastore in AVS.

			Chapter 10, Working with VMware Site Recovery Manager, outlines the process of configuring Site Recovery Manager (SRM) between two AVS private clouds. VMware SRM enables you to plan, test, and execute the recovery of VMs between a protected and a recovery vCenter Server site.

			Chapter 11, Managing an Azure VMware Solution Environment, demonstrates some best practices for managing your AVS environment. AVS is a VMware-validated solution that is subjected to ongoing verification and testing in order to ensure compatibility with vSphere enhancements and upgrades.

			Chapter 12, Leveraging Governance for Azure VMware Solution, clarifies how to leverage governance for your AVS environment using a unified security and compliance approach.

			Chapter 13, Summary of Azure VMware Solution, Roadmap, and Best Practices, concludes the book by pointing out some of the key topics that we walked through in the earlier chapters.

			To get the most out of this book

			To get the most from this book you should already be familiar with VMware solutions and understand Azure networking.
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			Download the color images

			We also provide a PDF file that has color images of the screenshots and diagrams used in this book. You can download it here: https://packt.link/kxOKM.

			Conventions used

			There are a number of text conventions used throughout this book.

			Code in text: Indicates code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: “AVS comes with a built-in user called cloudadmin in the new environment’s vCenter.”

			Bold: Indicates a new term, an important word, or words that you see onscreen. For instance, words in menus or dialog boxes appear in bold. Here is an example: “Under Settings, select Resource providers.”

			Tips or important notes

			Appear like this.

			Get in touch

			Feedback from our readers is always welcome.

			General feedback: If you have questions about any aspect of this book, email us at customercare@packtpub.com and mention the book title in the subject of your message.

			Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book, we would be grateful if you would report this to us. Please visit www.packtpub.com/support/errata and fill in the form.

			Piracy: If you come across any illegal copies of our works in any form on the internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packt.com with a link to the material.

			If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit authors.packtpub.com.

			Share Your Thoughts

			Once you’ve read The Ins and Outs of Azure VMWare Solution, we’d love to hear your thoughts! Please click here to go straight to the Amazon review page for this book and share your feedback.

			Your review is important to us and the tech community and will help us make sure we’re delivering excellent quality content.

			Download a free PDF copy of this book

			Thanks for purchasing this book!

			Do you like to read on the go but are unable to carry your print books everywhere?

			Is your eBook purchase not compatible with the device of your choice?

			Don’t worry, now with every Packt book you get a DRM-free PDF version of that book at no cost.

			Read anywhere, any place, on any device. Search, copy, and paste code from your favorite technical books directly into your application. 

			The perks don’t stop there, you can get exclusive access to discounts, newsletters, and great free content in your inbox daily

			Follow these simple steps to get the benefits:

			
					Scan the QR code or visit the link below
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			Part 1: Getting Started with Azure VMware Solution (AVS)

			This part provides an introduction to Azure VMware Solution (AVS) and its architecture. You will also learn about the different use cases where AVS is best suited for an organization.

			This part comprises the following chapters:

			
					Chapter 1, Introduction to Azure VMware Solution

					Chapter 2, Enterprise-Scale for Azure VMware Solution

			

		

		
			
			

		

	
		
			1

			Introduction to Azure VMware Solution

			Azure VMware Solution (AVS) is a first-party Microsoft Azure service developed in conjunction with VMware that provides a familiar vSphere-based, single-tenant private cloud on Azure that is like the one used by VMware. The VMware technology stack consists of the following components: vSphere, NSX-T, vSAN, and HCX. AVS is installed on a dedicated infrastructure in Azure data centers and runs natively on that infrastructure. In comparison to existing on-premises VMware infrastructures, AVS provides a consistent and well-known user experience. Customers may deploy an AVS environment in a matter of hours and migrate Virtual Machine (VM) resources in a matter of minutes. Microsoft supplies all the networking, storage, management, and support services that are required.

			The following diagram depicts connectivity between your private cloud (on-premises infrastructure) and Microsoft Azure via an ExpressRoute running your AVS private cloud, as well as other Azure-native services:

			
				
					[image: Figure 1.1 – Connectivity relationship between your private clouds and AVS VNets]
				

			

			Figure 1.1 – Connectivity relationship between your private clouds and AVS VNets

			In this chapter, we’re going to cover the following main topics:

			
					Network connectivity to AVS

					AVS high-level architecture

					Use cases for AVS in the enterprise

					Enterprise-scale for AVS

					Network and connectivity topologies

					Identity and access management

					Business continuity and disaster recovery

					Security, governance, and compliance

					Management and monitoring

			

			Network connectivity to AVS

			AVS provides a private cloud environment that can be accessed from both on-premises and Azure-based infrastructure resources. The connectivity is provided by utilizing Azure ExpressRoute, Virtual Private Network (VPN) connections, or Azure Virtual WAN.

			However, to make these services available, specific network address ranges and firewall ports must be configured.

			When a private cloud is deployed, private networks are formed for management, provisioning, and vMotion. These private networks will be used to connect to vCenter and NSX-T Manager, as well as to perform virtual machine vMotion and deployment.  The private network must use a /22 CIDR notation. This /22 is only used for the management components and not for your workload segments. You will need additional networks for your workloads.

			It is possible to link private clouds to on-premises systems using ExpressRoute Global Reach. It establishes direct connections between circuits at the Microsoft Enterprise Edge (MSEE). Your subscription must have a Virtual Network (VNet) with an ExpressRoute circuit to on-premises for the connection to work. The reason for this is that VNet gateways (ExpressRoute gateways) are unable to transfer traffic across circuits. This means that you can connect two circuits to the same gateway, but the traffic will not be transferred from one circuit to another.

			Each AVS environment is its own ExpressRoute region (and, thus, its own virtual MSEE device), which allows you to connect Global Reach to the “local” peering location by creating a virtual MSEE device for each environment. The ability to connect several AVS instances in a single region to the same peering location is provided by this feature.

			AVS hosts, clusters, and private clouds

			AVS private clouds and clusters are constructed on top of a hyper-converged Azure infrastructure host. These hosts are dedicated bare metal. At the time of writing, the High-End (HE) hosts have 576 GB of RAM and dual Intel 18 Core 2.3 GHz CPUs. In addition, the hosts are equipped with two vSAN disk groups, each of which contains a raw vSAN capacity layer of 15.36 TB (SSD) and a 3.2 TB (NVMe) vSAN cache tier. See the following hardware and software configurations:

			
				
					
				
				
					
							
							AVS Software Specification

						
					

					
							
							ESXi – 7.0U3c Enterprise Plus.

						
					

					
							
							vCenter – 7.0U3c Standard.

						
					

					
							
							vSAN – 7.0U3c Enterprise.

						
					

					
							
							NSX-T – 3.1.2 Datacenter.

						
					

					
							
							HCX Advanced.

						
					

					
							
							HCX Enterprise is also available. Submit a Microsoft support ticket to get an upgrade.

						
					

				
			

			Table 1.1 – AVS software specification

			
				
					[image: Figure 1.2 – AVS hardware SKUs]
				

			

			Figure 1.2 – AVS hardware SKUs

			Creating new private clouds can be done through the Azure site, the Azure CLI, or automated deployment scripts.

			There is a minimum of 3 nodes per vSphere cluster, and a maximum of 16 nodes per vSphere cluster, 12 clusters per private cloud instance, and a maximum of 96 nodes per Azure private cloud instance. You can review the Microsoft documentation at this link for more information: https://docs.microsoft.com/en-us/azure/azure-vmware/concepts-private-clouds-clusters#clusters.

			As you can see from the preceding information, you can scale your private cloud to meet your workload demands.

			AVS high-level architecture

			 AVS provides a private cloud environment that can be accessed from both on-premises and Azure-based infrastructure. Connectivity includes services such as Azure ExpressRoute, VPN connections, and Azure Virtual WAN.

			Specific network address ranges and firewall ports, on the other hand, are required for these services to be enabled.

			A private cloud is deployed, and private networks are constructed for management, provisioning, and VM movement (vMotion).

			These private networks will be used to connect to vCenter and NSX-T Manager, as well as for VM vMotion and deployment. You can review the Microsoft documentation at this link for more information: https://learn.microsoft.com/en-us/azure/azure-vmware/tutorial-network-checklist#routing-and-subnet-considerations. A connection between private clouds and on-premises settings is made possible through the usage of ExpressRoute Global Reach. Global Reach establishes direct connections between Azure ExpressRoute circuits at the MSEE level. An ExpressRoute circuit to on-premises is required for the connection, which is included in your subscription with a VNet. The reason for this is that VNet gateways (ExpressRoute gateways) are unable to transfer traffic between circuits. This implies that you can connect two circuits to the same gateway, but the traffic will not be transferred from one circuit to the other.

			Each AVS environment is deployed with its own 10 GB ExpressRoute circuit (and, thus, its own virtual MSEE device), which allows you to connect Global Reach to the “local” peering location by creating a virtual MSEE device in each environment. It enables you to connect several AVS instances in a single region to the same peering site by using a VNet interface.

			See the following high-level AVS networking overview:

			
				
					[image: Figure 1.3 – An overview of high-level AVS networking]
				

			

			Figure 1.3 – An overview of high-level AVS networking

			The preceding diagram shows the logical connections between AVS and the customer’s on-premises data center. It also shows the connection between AVS and Azure. Global Reach is used to connect two or more ExpressRoute circuits.

			Use cases for AVS in an enterprise

			You can migrate your VMware workloads from your on-premises data center to AVS and integrate additional Azure services with ease, using the same VMware tools that you are already familiar with. However, while there are other advantages, we’ve identified the top five reasons why AVS is proving to be the most cost-effective path to the cloud for many enterprises.

			Data center footprint deduction, consolidation, and retirement

			Nowadays, we see many customers reducing their on-premises data center footprint for many reasons, including cost, eschewing the management of data centers, and focusing more on their business.

			AVS helps customers reduce the size of their data center’s footprint by redeploying their VMware-based VMs on a one-time basis.

			The vSphere-based workloads can be migrated to AVS in a non-disruptive, automated, scalable, and highly available manner without having to change the underlying vSphere hypervisor.

			Data center expansion based on demand

			Customers are now able to increase their data center capacity in a seamless and elastic manner, while also adjusting their cost on demand for short periods of time. We see this kind of need in a logistic business, where customers need to increase their data center capacity for a period and then decrease that capacity once it is no longer needed.

			Disaster recovery and business continuity

			AVS can be used as a primary or secondary on-demand DR site for on-premises data center infrastructure by customers who require a backup data center in the cloud.

			Speed and simplification of migration/hybrid cloud

			AVS has proven to be one of the most efficient and straightforward methods of getting started on Azure without having to make any changes to your existing apps or servers.

			AVS is very cost-effective

			When it comes to running VMware apps on Windows Server and SQL Server, AVS is the most cost-effective option. If you use your on-premises data center effectively, you can save money by not having to purchase multiple licenses for both on-premises and cloud applications. When you migrate to AVS, you will receive 3 years of free Extended Security Updates (ESU) for Windows and SQL Server 2008/2008R2/2012.

			Enterprise-scale for AVS

			Enterprise-scale for AVS is a collection of open source templates of Azure Resource Manager and Bicep that can be used with AVS planning and deployment. You can think of it as a roadmap for how to build a scalable AVS for future growth. This open source solution gives you an example of how to set up Azure landing zone subscriptions for a scalable AVS. It also gives you an example of how to set up the subscriptions. The architecture and best practices of the Cloud Adoption Framework’s Azure landing zones are used in the implementation, with a focus on the design principles of a large-scale deployment.

			If you want to make your landing zone more efficient, you should think about how to make it more scalable. It is important for your organization to follow this advice when it comes to making design decisions because this will help it to grow.

			There are many ways for people to use AVS, and they all work well. It’s possible to use the enterprise-scale option for your AVS set to build a structure that works for you and puts your organization on a path to long-term growth.

			To assist you with your AVS setup, enterprise-scale for AVS offers the following resources:

			
					Customizable environment variables that can be implemented using a modular method

					Helpful recommendations to assess the most important decisions

					A landing zone design that you can use for reference to set up your AVS deployment

					A deployment that includes the following:	A reference architecture to deploy your AVS environment
	A reference architecture approved by Microsoft



			

			Prerequisites for the implementation of the enterprise-scale landing zone for AVS

			The AVS construction set is based on the fact that you’ve already set up an enterprise-scale landing zone. If you want to learn more about enterprise-scale landing zones, check out the following:

			
					https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/ready/enterprise-scale/

					https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/ready/enterprise-scale/implementation

			

			There are multiple design guidelines that you will need to go through when creating your landing zone for AVS. The following is a list of areas that you will need to focus on when creating an AVS enterprise-scale landing zone:

			
					Network and connectivity topology

					Identity and access management

					Business Continuity and Disaster Recovery (BCDR)

					Security, governance, and compliance

					Management and monitoring

					Platform automation

			

			Let us dig a bit deeper into these design areas to provide you with some more detailed information.

			Network and connectivity topologies

			For both cloud-native and hybrid scenarios, implementing a VMware Software-Defined Data Center (SDDC) with the Azure cloud ecosystem has some unique design challenges to think about when planning for your deployment. Some of these challenges are outlined as follows:

			
					Hybrid connectivity: This is the connectivity between your on-premises environment and your AVS. This is where you will need to look at what connectivity method you are currently using to connect your on-premises data center to Azure if you already have a presence in Azure. If there is no existing connectivity make sure you understand what the options are (ExpressRoute, S2S VPN, or SDWAN). We will dive deeper into these areas in a later chapter.

					Reliability and performance: This is very important as you will need to have consistent and low latency for your workloads. You will also need to design for scalability for future growth.

					A zero-trust network security model: Security should be the heart of every solution that you implement in Azure, and AVS is no exception. You will need to plan for security for your network perimeter, and for traffic inspection for ingress and egress flows.

					Extensibility: Your network footprint should be easily extended without the need for a redesign. This is very important as your AVS needs grow.

			

			We will now review the various network traffic flows within the AVS architecture between AVS, Azure-native services, and a customer’s on-premises environment:

			
					AVS without any connectivity:

			

			
				
					[image: Figure 1.4 – An overview of AVS deployment without any connectivity]
				

			

			Figure 1.4 – An overview of AVS deployment without any connectivity

			The preceding diagram shows AVS deployment without any connectivity to Azure or the customer’s on-premises data center.

			
					AVS with Global Reach enabled:

			

			
				
					[image: Figure 1.5 – An overview of a BGP traffic flow to﻿ on-premises]
				

			

			Figure 1.5 – An overview of a BGP traffic flow to on-premises

			The preceding diagram shows a BGP traffic flow (blue dotted arrows) from AVS to the customer’s on-premises data center. BGP traffic will flow between both environments once Azure Global Reach is enabled.

			
					AVS with Global Reach enabled – BGP traffic flowing to Azure from AVS:

			

			
				
					[image: Figure 1.6 – The BGP traffic flow from AVS to Azure-native services through the customer MSEE]
				

			

			Figure 1.6 – The BGP traffic flow from AVS to Azure-native services through the customer MSEE

			The preceding diagram shows the BGP traffic flow from AVS to Azure-native services through the customer’s MSEE. BGP traffic will flow between both environments once Azure Global Reach is enabled.

			
					AVS connection between AVS and Azure-native:

			

			
				
					[image: Figure 1.7 – The BGP traffic flow from AVS to Azure-native services through the customer’s Express﻿Route ﻿gateway]
				

			

			Figure 1.7 – The BGP traffic flow from AVS to Azure-native services through the customer’s ExpressRoute gateway

			The preceding diagram shows the BGP traffic flow from AVS to Azure-native services through the customer’s ExpressRoute gateway. This connection is only to Azure services and not to the customer’s on-premises environment.

			
					Internet traffic flow from AVS via a vWAN:

			

			
				
					[image: Figure 1.8 – Internet traffic flow from AVS via a secure Azure Virtual WAN]
				

			

			Figure 1.8 – Internet traffic flow from AVS via a secure Azure Virtual WAN

			The preceding diagram shows internet traffic flow from AVS via a secure Azure Virtual WAN.

			
					Internet traffic flow from AVS via an Azure Route Server and a Network Virtual Appliance (NVA):

			

			
				
					[image: Figure 1.9 – Internet traffic flow﻿ from AVS via an NVA]
				

			

			Figure 1.9 – Internet traffic flow from AVS via an NVA

			The preceding diagram shows internet traffic flow from AVS via an NVA.

			
					Internet traffic flow from AVS via the customer on-premises firewall:

			

			
				
					[image: Figure 1.10 – Internet traffic flow from AVS via the customer’s on-premises infrastructure]
				

			

			Figure 1.10 – Internet traffic flow from AVS via the customer’s on-premises infrastructure

			The preceding diagram depicts internet traffic flow between AVS and the customer’s on-premises infrastructure, flowing through their firewall.

			Identity and access management

			There are different identity requirements for AVS based on how it’s set up in Azure. AVS comes with a built-in user called cloudadmin in the new environment’s vCenter. This user has been given the CloudAdmin role, which gives them a lot of power in vCenter. It’s also possible to set up new roles in your AVS environment using the principle of least privilege:
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