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PREFACE

Preface


This book provides code samples involving graphics-based Web development and artificial intelligence (AI). We focus on various aspects of modern web development and AI technologies, with a particular emphasis on Generative AI, Google Gemini, CSS3, and SVG, which includes features such as 3D animations and gradient effects. By exploring these topics, readers will gain a deeper understanding of how AI can enhance web development processes and how to leverage AI models like Gemini to streamline development workflows.



Intended Audience


Whether you are a seasoned web developer looking to stay ahead in the AI-focused world or a beginner eager to explore the possibilities of AI-driven web development, this book is for you. Web developers, UI/UX designers, and software engineers seeking to blend traditional web development skills with the latest AI technologies will find this book to be a valuable resource.



Chapter Summaries


Chapter 1: Generative AI and Gemini: We introduce Generative AI, exploring its key features, applications, and prominent players like DeepMind and OpenAI. Additionally, we introduce Gemini, Google's innovative model, discussing its strengths, weaknesses, and its various versions.

Chapter 2: Prompt Engineering: Discussing the intricacies of prompt engineering, this chapter provides an in-depth overview of different prompt types, their importance, and guidelines for effective prompt design, essential for optimal interaction with AI models like Gemini.

Chapter 3: Introduction to CSS3: Here, we lay the foundation of CSS3, covering its features, browser support, and essential concepts like shadow effects, gradients, and 2D transforms. We also address security and accessibility concerns, ensuring a holistic understanding of CSS3 principles.

Chapter 4: CSS3 3D Animation: Building upon CSS3 fundamentals, this chapter explores advanced topics such as 3D animation effects, transitions, and media queries. Through practical examples, readers learn to create animations using CSS3 techniques.

Chapter 5: CSS3 and Gemini: Focusing on the integration of CSS3 with Gemini, this chapter demonstrates how Gemini-generated code can enhance web design. Readers explore various CSS3 use cases, security considerations, and sample code generated by Gemini.

Chapter 6: Introduction to Scalable Vector Graphics(SVG): Introducing Scalable Vector Graphics (SVG), this chapter covers basic shapes, gradients, transformations, and animation techniques. Readers gain insights into leveraging SVG for creating dynamic and responsive visuals.

Chapter 7: Scalable Vector Graphics (SVG) and Gemini: Finally, we look at the synergy between SVG and Gemini, highlighting their combined potential for web development. From linear gradients to complex animations, readers learn to harness the power of SVG alongside Gemini-generated content.



Key Features of the Book


• Comprehensive Coverage: From AI fundamentals to advanced CSS3 and SVG techniques, this book offers a comprehensive exploration of modern web development technologies.

• Practical Insights: With a balance of theoretical knowledge and practical examples, readers gain hands-on experience in implementing AI-driven design solutions using Gemini-generated code.

• Companion files: Files with source code, datasets, and images from the book are available from the publisher for downloading (with proof of purchase).



What Do I Need to Know?


The most useful prerequisite is some familiarity with another scripting language, such as JavaScript, Perl, or PHP. The less technical knowledge that you have, the more diligence will be required in order to understand the various topics that are covered. If you want to be sure that you can grasp the material in this book, glance through some of the code samples to get an idea of what is familiar to you and what is new for you.



About the Cover


The cover image was generated using DALL-E with the following:

Prompt: “Please render buildings that have structures that are similar to cubic Bezier curves.”

Response (with image):

“Here is the image of a futuristic building inspired by cubic Bezier curves, with smooth, flowing, and curvilinear designs, set in a modern cityscape.”

As you explore the subjects of web development and AI, I encourage you to engage actively with the content, experiment with code samples, and embrace the opportunities that AI-driven web development presents. This book will guide you every step of the way.

O. Campesato
May 2024





CHAPTER 1

GENERATIVE AI AND GEMINI


This chapter provides an overview of GenAI and Google Gemini, along with the main features of Gemini Ultra and Gemini Pro.

The first section of this chapter starts with information about key features of GenAI, as well as a comparison of generative AI and conversational AI.

The second section of this chapter discusses some of the main companies that are involved in GenAI, such as DeepMind, OpenAI, Cohere, and Hugging Face.

The third section discusses prompt engineering, which includes a description of various techniques that you can use in prompt engineering. Moreover, you will see examples of prompts to avoid when you are working with LLMs (large language models).

The fourth section of this chapter provides an overview of Gemini, which includes a description of the three models Ultra, Pro, and Nano.

With the preceding details in mind, let’s proceed to a description of Generative AI, which is the topic of the next section.



WHAT IS GENERATIVE AI?




Generative AI refers to a subset of artificial intelligence models and techniques that are designed to generate new data samples that are similar in nature to a given set of input data. The goal is to produce content or data that wasn’t part of the original training set but is coherent, contextually relevant, and in the same style or structure.

Generative AI stands apart in its ability to create and innovate, as opposed to merely analyzing or classifying. The advancements in this field have led to breakthroughs in creative domains and practical applications, making it a cutting-edge area of AI research and development.



Key Features of Generative AI


The following bullet list contains key features of generative AI, followed by a brief description for each bullet item:

•data generation

•synthesis

•learning distributions

•learning distributions

Data generation refers to the ability to create new data points that are not part of the training data but resemble it. This can include text, images, music, videos, or any other form of data.

Synthesis indicates generative models can blend various inputs to generate outputs that incorporate features from each input, for example, merging the styles of two images.

Learning distributions means that generative AI models aim to learn the probability distribution of the training data so they can produce new samples from that distribution.



Popular Techniques in Generative AI


Generative adversarial networks (GANs): GANs consist of two networks, a generator and a discriminator, that are trained simultaneously. The generator tries to produce fake data, while the discriminator tries to distinguish between real data and fake data. Over time, the generator gets better at producing realistic data.

Variational autoencoders (VAEs): VAEs are probabilistic models that learn to encode and decode data in a manner in which the encoded representations can be used to generate new data samples.

Recurrent neural networks (RNNs): Used primarily for sequence generation, such as text or music.



What Makes Generative AI Different


Creation versus Classification: While most traditional AI models aim to classify input data into predefined categories, generative models aim to create new data.

Unsupervised learning: Many generative models, especially GANs and VAEs, operate in an unsupervised manner, meaning they don’t require labeled data for training.

Diverse outputs: Generative models can produce a wide variety of outputs based on learned distributions, making them ideal for tasks like art generation, style transfer, and more.

Challenges: Generative AI poses unique challenges, such as mode collapse in GANs or ensuring the coherence of generated content.

Furthermore, there are numerous areas that involve generative AI applications, some of which are listed in the following bullet list:

•art and music creation

•data augmentation

•style transfer

•text generation

•image synthesis

Art and music creation includes generating paintings, music, or other forms of art.

Data augmentation involves creating additional data for training models, especially when the original dataset is limited.

Style transfer refers to applying the style of one image to the content of another.

Text generation is a very popular application of generative AI, which involves creating coherent and contextually relevant text.

Image synthesis is another popular area of generative AI, which involves generating realistic images, faces, or even creating scenes for video games.

Drug discovery is a very important facet of generative AI that pertains to generating molecular structures for new potential drugs.



CONVERSATIONAL AI VERSUS GENERATIVE AI




Both conversational AI and generative AI are prominent subfields within the broader domain of artificial intelligence. However, these subfields have a different focus regarding their primary objective as well as the technologies that they use.

Information about those differences can be found here: https://medium.com/@social_65128/differences-between-conversational-ai-and-generative-ai-e3adca2a8e9a

The primary differences between the two subfields are in the following sequence of bullet points:

•primary objective

•applications

•technologies used

•training and interaction

•evaluation

•data requirements



Primary Objective


The main goal of conversational AI is to facilitate human-like interactions between machines and humans. This includes chatbots, virtual assistants, and other systems that engage in dialogue with users.

The primary objective of generative AI is to create new content or data that wasn’t in the training set but is similar in structure and style. This can range from generating images, music, and text to more complex tasks like video synthesis.



Applications


Common applications for conversational AI include customer support chatbots, voice-operated virtual assistants (like Siri or Alexa), and interactive voice response (IVR) systems.

Common applications for generative AI include a broad spectrum of applications such as creating art or music, generating realistic video game environments, synthesizing voices, and producing realistic images or even deep fakes.



Technologies Used


Conversational AI often relies on natural language processing (NLP) techniques to understand and generate human language. This includes intent recognition, entity extraction, and dialogue management.

Generative AI commonly utilizes GANs, VAEs, and other generative models to produce new content.



Training and Interaction


While training can be supervised, semi-supervised, or unsupervised, the primary interaction mode for conversational AI is through back-and-forth dialogue or conversation.

The training process for generative AI, especially with models like GANs, involves iterative processes where the model learns to generate data by trying to fool a discriminator into believing the generated data is real.



Evaluation


Conversational AI evaluation metrics often revolve around understanding and response accuracy, user satisfaction, and the fluency of generated responses.

Generative AI evaluation metrics for models like GANs can be challenging and might involve using a combination of quantitative metrics and human judgment to assess the quality of generated content.



Data Requirements


Data requirements for conversational AI typically involves dialogue data, with conversations between humans or between humans and bots.

Data requirements for generative AI involve large datasets of the kind of content it is supposed to generate, be it images, text, music, and so on.

Although both conversational AI and generative AI deal with generating outputs, their primary objectives, applications, and methodologies can differ significantly. Conversational AI is geared toward interactive communication with users, while generative AI focuses on producing new, original content.



IS GEMINI PART OF GENERATIVE AI?




Gemini is an LLM that is considered part of generative AI. Gemini belongs to a class of models called “transformers” that are particularly adept at handling sequences of data, such as text-related tasks.

The following bullet list provides various reasons why Gemini is considered generative, followed by a brief description of each bullet item:

•text generation

•learning distributions

•broad applications

•unsupervised learning

Text generation: These models can produce coherent, contextually relevant, and often highly sophisticated sequences of text based on given prompts. They generate responses that weren’t explicitly present in their training data but are constructed based on the patterns and structures they learned during training.

Learning distributions: Gemini (as well as GPT-3, GPT-4, and similar models) learn the probability distribution of their training data. When generating text, they’re essentially sampling from this learned distribution to produce sequences that are likely based on their training.

Broad applications: Beyond just text-based chat or conversation, these models can be used for a variety of generative tasks like story writing, code generation, poetry, and even creating content in specific styles or mimicking certain authors, showcasing their generative capabilities.

Unsupervised learning: While they can be fine-tuned with specific datasets, models like GPT-3 are primarily trained in an unsupervised manner on vast amounts of text, learning to generate content without requiring explicit labeled data for every possible response.

In essence, Google Gemini is a quintessential example of generative AI in the realm of natural language processing and generation.

The next several sections briefly introduce some of the companies that have a strong presence in the AI world.



DEEPMIND




DeepMind (https://deepmind.com/) has made significant contributions to artificial intelligence, which includes the creation of various AI systems. DeepMind was established in 2010 and became a subsidiary of Google in 2014. DeepMind created the 280GB language model Gopher that significantly outperforms its competitors, including GPT-3, J1-Jumbo, and MT-NLG. DeepMind also developed AlphaFold that solved a protein folding task in literally 30 minutes that had eluded researchers for ten years. Moreover, DeepMind made AlphaFold available for free for everyone in July 2021. DeepMind has made significant contributions in the development of world caliber AI game systems, some of which are discussed in the next section.



DeepMind and Games


DeepMind is the force behind the AI systems StarCraft and AlphaGo that defeated the best human players in Go (which is considerably more difficult than chess). These games provide “perfect information,” whereas games with “imperfect information” (such as Poker) have posed a challenge for ML models.

AlphaGo Zero (the successor of AlphaGo) mastered the game through self-play in less time and with less computing power. AlphaGo Zero exhibited extraordinary performance by defeating AlphaGo 100–0. Another powerful system is AlphaZero that also used a self-play technique learned to play Go, chess, and shogi, and also achieved SoTA (State of the Art) performance results.

By way of comparison, ML models that use tree search are well-suited for games with perfect information. By contrast, games with imperfect information (such as Poker) involve hidden information that can be leveraged to devise counter strategies to counteract the strategies of opponents. In particular, AlphaStar is capable of playing against the best players of StarCraft II, and also became the first AI to achieve SoTA results in a game that requires “strategic capability in an imperfect information world.”



Player of Games (PoG)


The DeepMind team at Google devised the general-purpose PoG (player of games) algorithm that is based on the following techniques:

•CFR (counterfactual regret minimization)

•CVPN (counterfactual value-and-policy network)

•GT-CFT (growing tree CFR)

•CVPN

The counterfactual value-and-policy network (CVPN) is a neural network that calculates the counterfactuals for each state belief in the game. This is key to evaluating the different variants of the game at any given time.

Growing tree CFR (GT-CFR) is a variation of CFR that is optimized for game-trees trees that grow over time. GT-CFR is based on two fundamental phases, which is discussed in more detail here:

https://medium.com/syncedreview/deepminds-pog-excels-in-perfect-and-imperfect-information-games-advancing-research-on-general-9dbad5c04221



OPENAI




OpenAI (https://openai.com/api/) is an AI research company that has made significant contributions to AI, including DALL-E and GPT-4.

OpenAI was founded in San Francisco by Elon Musk and Sam Altman (and others), and one of its stated goals is to develop AI that benefits humanity. Given Microsoft’s massive investments in and deep alliance with the organization, OpenAI might be viewed as an arm of Microsoft. OpenAI is the creator of the GPT-x series of LLMs (large language models) as well as ChatGPT that was made available on November 30, 2022.

In addition, OpenAI developed DALL-E that generates images from text. OpenAI initially did not permit users to upload images that contained realistic faces. Later (Q4/2022) OpenAI changed its policy to allow users to upload faces into its online system. Check the OpenAI Web page for more details.

OpenAI has also released a public beta of Embeddings, which is a data format that is suitable for various types of tasks with machine learning, as described here: https://beta.openai.com/docs/guides/embeddings

OpenAI is the creator of Codex that provides a set of models that were trained on NLP. The initial release of Codex was in private beta, and more information is accessible here: https://beta.openai.com/docs/engines/instruct-series-beta

OpenAI provides four models that are collectively called their Instruct models, which support the ability of GPT-3 to generate natural language. These models were deprecated in early January 2024 and replaced with an updated versions of GPT-3, ChatGPT, and GPT-4.

If you want to learn more about the features and services that OpenAI offers, navigate to the following link: https://platform.openai.com/overview



COHERE




Cohere (https://cohere.ai/) is a start-up and a competitor of Gemini as well as GPT-4.

Cohere develops cutting-edge NLP technology that is commercially available for multiple industries. Cohere is focused on models that perform textual analysis instead of models for text generation (such as GPT-based models). The founding team of Cohere is impressive: CEO Aidan Gomez is one of the co-inventors of the transformer architecture, and CTO Nick Frost is a protégé of Geoff Hinton.



HUGGING FACE




Hugging Face (https://github.com/huggingface) is a popular community-based repository for open-source NLP technology. Unlike OpenAI or Cohere, Hugging Face does not build its own NLP models. Instead, Hugging Face is a platform that manages a plethora of open-source NLP models that customers can fine-tune and then deploy those fine-tuned models. Indeed, Hugging Face has become the eminent location for people to collaborate on NLP models, and sometimes described as “GitHub for machine learning and NLP.”



Hugging Face Libraries


Hugging Face provides three important libraries: datasets, tokenizers for LLMs, and transformers (discussed in Chapter 3). The Accelerate library supports PyTorch models. The datasets library provides an assortment of libraries for NLP. The tokenizers library enables you to convert text data to numeric values.

Perhaps the most impressive library is the transformers library that provides an enormous set of pretrained BERT-based models (discussed in Chapter 5) in order to perform a wide variety of NLP tasks. The Github repository is here: https://github.com/huggingface/transformers



Hugging Face Model Hub


Hugging Face provides a model hub that provides a plethora of models that are accessible online. Moreover, the Web site supports online testing of its models, which includes the following tasks:

•masked word completion with BERT

•name entity recognition with Electra

•natural language inference with RoBERTa

•question answering with DistilBERT

•summarization with BART

•text generation with GPT-2

•translation with T5

Navigate to the following link to see the text generation capabilities of “write with transformer:” https://transformer.huggingface.co

In a subsequent chapter you will see Python code samples that show how to list all the available Hugging Face datasets and also how to load a specific dataset.



AI21




AI21 is a company that provides proprietary LLMs via API to support the applications of its customers. The current SoTA model of AI21 is called Jurassic-1 (roughly the same size as GPT-3), and AI21 also creates its own applications on top of Jurassic-1 and other models. The current application suite of AI21 involves tools that can augment reading and writing.

Primer is an older competitor in this space, founded two years before the invention of the transformer. The company primarily serves clients in government and defense.



ANTHROPIC




Anthropic (https://www.anthropic.com/) was created in 2021 by former employees of OpenAI.

Anthropic has significant financial support from an assortment of companies, including Google and Salesforce. Anthropic released Claude 2 as a competitor to ChatGPT.

Claude 2 has the ability to summarize as much as 75,000 words of text-based content. Moreover, Claude 2 achieved a score of 76.5% on portions of the bar exam and 71% in a Python coding test. Claude 2 also has a higher rate than Gemini in terms of providing “clean” responses to queries from users.

This concludes the portion of the chapter regarding the AI companies that are making important contributions in AI. The next section provides a high-level introduction to LLMs.



WHAT IS GOOGLE GEMINI?




Gemini is the most advanced LLM from Google. In addition, Gemini is available in three sizes: Ultra (released on February 8, 2024) is the most advanced, Pro (replacement for Bard), and Nano for mobile devices (such as Pixel 8).

Gemini is a multimodal LLM that can process various types of input, including text, code, audio, images and videos. Specifically, Gemini generated some of the Python code samples in Chapters 3 and 4, as well as all the Python code samples in Chapter 6. However, some of the multimodal features of Gemini will become available at a later point in time. Gemini also sometimes suffers from so-called “hallucinations,” which is common for LLMs.



Gemini Ultra Versus GPT-4


Google performed a comparison of Gemini Ultra and GPT-4 from OpenAI, and Ultra outperformed GPT-4 on seven of eight text-based tests. Moreover, Ultra outperformed GPT-4 on ten out of ten multimodal tests.

In many cases, Ultra outperformed GPT-4 by a fairly small margin, which means that both LLMs are competitive in terms of functionality. Note that thus far Google has not provided a comparison of Gemini Pro or Gemini Nano with GPT-4.



Gemini’s Strengths


Accuracy and factuality: Gemini is trained on a massive dataset of text and code, including factual information from Google Search. This allows it to provide accurate and reliable answers to factual questions.

Comprehensiveness: Gemini provides more comprehensive and detailed answers compared to other LLMss. It retrieves relevant information from its database and presents it in a clear and concise manner.

User-friendly interface: Gemini has a user-friendly interface that is easy to navigate and use. It allows users to edit their questions, upvote and downvote responses, and search for information on the Web.

Multiple response formats: Gemini can generate text in various formats, including poems, code, scripts, musical pieces, emails, letters, and more. This makes it versatile and adaptable to different tasks.

Free to use: Gemini is currently free to use, which makes it accessible to a wider audience.



Gemini’s Weaknesses


The following paragraphs contain a description of some of the perceived weaknesses of Gemini, half of which are somewhat subjective in nature.

Lack of creativity: While Gemini can generate creative text formats, it sometimes lacks originality and can be repetitive. It struggles with tasks that require a high level of imagination and out-of-the-box thinking.

Poor conversational flow: Gemini can sometimes be clunky and unnatural in conversation. Its responses may not always flow smoothly or follow the context of the conversation.

Deficient technical knowledge: Although trained on a massive dataset, Gemini can struggle with technical questions or tasks that require specialized knowledge in specific domains.

Limited integrations: Compared to ChatGPT, Gemini has fewer integrations with other apps and services. This limits its functionality and flexibility.

Limited customizability: Users currently have limited options to customize Gemini’s behavior or preferences.



Gemini Nano on Mobile Devices


Gemini Nano provides features such as grammar correction, proofreading, and text summarization. Moreover, a software update for Pixel 8 Pro is available in order to provide access to Gemini Nano on this mobile device. Other features will be supported on mobile devices in the coming months.

Google has also created Android AICore, which is a system service that provides access to Nano on Android devices. This service supports improved safety and model management in a manner that makes it easier for you to incorporate AI into Android devices.



GEMINI 1.5 AND GEMINI 1.0




Google Gemini 1.0 was released on February 8, 2024, followed by Google Gemini 1.5 on February 15, 2024. Version 1.5 is recommended because it’s touted as substantively better than version 1.0.

We will look at the list of features of version 1.5 and then delve into more detail for version 1.0, right after we discuss the three models that are available in both versions of Google Gemini in the next section.



The Three Models of Google Gemini


Google Gemini consists of three models: Gemini Ultra (the most advanced), Gemini Pro (available in Bard), and Gemini Nano (for mobile devices).

Ultra was available for free for two months following its initial launch date. It is currently available by subscription at the cost of $19.99 per month. Google Pro is currently available as a free option, or by subscription at the cost of $19.19 per month.
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