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			Preface

			Data is the new oil and probably the most valuable resource. Data engineering covers how one can gain insights out of data. This book will introduce the key processes in data engineering (ingesting, storing, processing, and consuming) and share a few common recipes that can help us develop data engineering pipelines to gain insights into our data.

			The book follows the logical data engineering process by beginning with Azure Data Lake and covering data ingestion using Azure Data Factory into Azure Data Lake and Azure SQL Database in the first few chapters. In these chapters, the book also covers the management of common storage layers such as Azure Data Lake and Azure SQL Database, focusing on topics such as security, high availability, and performance monitoring. The middle chapters focus on data processing using Azure Databricks, Azure Synapse Analytics Spark pools, and Synapse dataflows, and data exploration using Synapse serverless SQL pools. The final few chapters focus on the consumption of the data using Synapse dedicated SQL pool and Synapse Spark lake databases, covering the tips and tricks to optimize and maintain Synapse dedicated SQL pool databases and lake databases. Finally, the book also has a bonus chapter on managing the overall data engineering pipeline, which covers pipeline monitoring using Azure Log Analytics and tracking data lineage using Microsoft Purview. 

			While the book can be consumed in parts or any sequence, following along sequentially will help the readers experience building an end-to-end data engineering solution on Azure.

			Who this book is for

			The book is for anyone working on data engineering projects in Azure. Azure data engineers, data architects, developers, and database administrators working on Azure will find the book extremely useful.

			What this book covers

			Chapter 1, Creating and Managing Data in Azure Data Lake, focuses on provisioning, uploading, and managing the data life cycle in Azure Data Lake accounts.

			Chapter 2, Securing and Monitoring Data in Azure Data Lake, covers securing an Azure Data Lake account using firewall and private links, accessing data lake accounts using managed identities, and monitoring an Azure Data Lake account using Azure Monitor.

			Chapter 3, Building Data Ingestion Pipelines Using Azure Data Factory, covers ingesting data using Azure Data Factory and copying data between Azure SQL Database and Azure Data Lake.

			Chapter 4, Azure Data Factory Integration Runtime, focuses on configuring and managing self-hosted integration runtimes and running SSIS packages in Azure using Azure-SSIS integration runtimes.

			Chapter 5, Configuring and Securing Azure SQL Database, covers configuring a Serverless SQL database, Hyperscale SQL database, and securing Azure SQL Database using virtual networks and private links.

			Chapter 6, Implementing High Availability and Monitoring in Azure SQL Database, explains configuring high availability to Azure SQL Database using auto-failover groups and read replicas, monitoring Azure SQL Database, and the automated scaling of Azure SQL Database during utilization spikes.

			Chapter 7, Processing Data Using Azure Databricks, covers integrating Azure Databricks with Azure Data Lake and Azure Key Vault, processing data using Databricks notebooks, working with Delta tables, and visualizing Delta tables using Power BI.

			Chapter 8, Processing Data Using Azure Synapse Analytics covers exploring data using Synapse Serverless SQL pool, processing data using Synapse Spark Pools, Working with Synapse Lake database, and integrating Synapse Analytics with Power BI.

			Chapter 9, Transforming Data Using Azure Synapse Dataflows, focuses on performing transformations using Synapse Dataflows, optimizing data flows using partitioning, and managing dynamic source schema changes using schema drifting.

			Chapter 10, Building the Serving Layer in Azure Synapse SQL Pools, covers loading processed data into Synapse dedicated SQL pools, performing data archival using partitioning, managing table distributions, and optimizing performance using statistics and workload management. 

			Chapter 11, Monitoring Synapse SQL and Spark Pools, covers monitoring Synapse dedicated SQL and Spark pools using Azure Log Analytics workbooks, Kusto scripts, and Azure Monitor, and monitoring Synapse dedicated SQL pools using Dynamic Management Views (DMVs).

			Chapter 12, Optimizing and Maintaining Synapse SQL and Spark Pools, offers techniques for tuning query performance by optimizing query plans, rebuilding replication caches and maintenance scripts to optimize Delta tables, and automatically pausing SQL pools during inactivity, among other things.

			Chapter 13, Monitoring and Maintaining Azure Data Engineering Pipelines, covers monitoring and managing end-to-end data engineering pipelines, which includes tracking data lineage using Microsoft Purview and improving the observability of pipeline executions using log analytics and query labeling.

			To get the most out of this book

			Readers with exposure to Azure and a basic understanding of data engineering should easily be able to follow this book:
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			If you are using the digital version of this book, we advise you to type the code yourself or access the code via the GitHub repository (link available in the next section). Doing so will help you avoid any potential errors related to the copying and pasting of code.

			Download the example code files

			You can download the example code files for this book from GitHub at https://github.com/PacktPublishing/Azure-Data-Engineering-Cookbook-2nd-edition. In case there’s an update to the code, it will be updated in the existing GitHub repository.

			We also have other code bundles from our rich catalog of books and videos available at https://github.com/PacktPublishing/. Check them out!

			Download the color images

			We also provide a PDF file that has color images of the screenshots and diagrams used in this book. You can download it here: https://packt.link/CJshA.

			Conventions used

			There are a number of text conventions used throughout this book.

			Code in text: Indicates code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: "Observe that the CopyFiles package is now listed under the AzureSSIS | Projects folder."

			A block of code is set as follows:

			
CREATE TABLE dbo.transaction_tbl WITH (DISTRIBUTION = ROUND_ROBIN)
AS 
Select * from dbo.ext_transaction_tbl;
GO
Select TOP 100 *  from dbo.transaction_tbl
GO

			Any command-line input or output is written as follows:

			Connect-AzAccount

			Bold: Indicates a new term, an important word, or words that you see onscreen. For example, words in menus or dialog boxes appear in the text like this. Here is an example: "The Configuration section under the Source section of Copy Data tool can remain with defaults."

			Tips or important notes

			Appear like this.

			Sections

			In this book, you will find several headings that appear frequently (Getting ready, How to do it..., How it works..., There’s more..., and See also).

			To give clear instructions on how to complete a recipe, use these sections as follows.

			Getting ready

			This section tells you what to expect in the recipe and describes how to set up any software or any preliminary settings required for the recipe.

			How to do it…

			This section contains the steps required to follow the recipe.

			How it works…

			This section usually consists of a detailed explanation of what happened in the previous section.

			There’s more…

			This section consists of additional information about the recipe in order to make you more knowledgeable about the recipe.

			See also

			This section provides helpful links to other useful information for the recipe.

			Get in touch

			Feedback from our readers is always welcome.

			General feedback: If you have questions about any aspect of this book, mention the book title in the subject of your message and email us at customercare@packtpub.com.

			Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book, we would be grateful if you would report this to us. Please visit www.packtpub.com/support/errata, selecting your book, clicking on the Errata Submission Form link, and entering the details.

			Piracy: If you come across any illegal copies of our works in any form on the Internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packt.com with a link to the material.

			If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit authors.packtpub.com.

			Share your thoughts

			Once you’ve read Azure Data Engineering Cookbook, Second Edition, we’d love to hear your thoughts! Please click here to go straight to the Amazon review page for this book and share your feedback.

			Your review is important to us and the tech community and will help us make sure we’re delivering excellent quality content.

		

		
			
			

		

	


		
			1

			Creating and Managing Data in Azure Data Lake

			Azure Data Lake is a highly scalable and durable object-based cloud storage solution from Microsoft. It is optimized to store large amounts of structured and semi-structured data such as logs, application data, and documents.

			Azure Data Lake can be used as a data source and destination in data engineering projects. As a source, it can be used to stage structured or semi-structured data. As a destination, it can be used to store the result of a data pipeline.

			Azure Data Lake is provisioned as a storage account in Azure, capable of storing files (blobs), tables, or queues. This book will focus on Azure Data Lake storage accounts used for storing blobs/files

			In this chapter, we will learn how to provision, manage, and upload data into Data Lake accounts and will cover the following recipes:

			
					Provisioning an Azure storage account using the Azure portal

					Provisioning an Azure storage account using PowerShell

					Creating containers and uploading files to Azure Blob storage using PowerShell

					Managing blobs in Azure Storage using PowerShell

					Configuring blob lifecycle management for blob objects using the Azure portal

			

			Technical requirements

			For this chapter, the following are required:

			
					An Azure subscription

					Azure PowerShell

			

			The code samples can be found at https://github.com/PacktPublishing/Azure-Data-Engineering-Cookbook-2nd-edition.

			Provisioning an Azure storage account using the Azure portal

			In this recipe, we will provision an Azure storage account using the Azure portal. Azure Blob storage is one of the four storage services available in Azure Storage. The other storage services are Table, Queue, and File Share. Table storage is used to store non-relational structured data as key-value pairs, queue storage is used to store messages as queues, and file share is used for creating file share directories/mount points that can be accessed using the NFS/SMB protocols. This chapter will focus on storing data using the Blob storage service. 

			Getting ready

			Before you start, open a web browser and go to the Azure portal at https://portal.azure.com. Ensure that you have an Azure subscription. Install Azure PowerShell on your machine; instructions for installing it can be found at https://docs.microsoft.com/en-us/powershell/azure/install-az-ps?view=azps-6.6.00.

			How to do it…

			The steps for this recipe are as follows:

			
					In the Azure portal, select Create a resource and choose Storage account – blob, file, table, queue (or search for storage account in the search bar; do not choose Storage accounts (classic)).

					A new page, Create a storage account, will open. There are six tabs on the Create a storage account page – Basics, Advanced, Networking, Data protection, Tags, and Review + create.

					In the Basics tab, we need to provide the Azure Subscription, Resource group, Storage account name, Region, Performance, and Redundancy values, as shown in the following screenshot:

			

			
				
					[image: Figure 1.1 – The Create a storage account Basics tab

]
				

			

			Figure 1.1 – The Create a storage account Basics tab

			
					In the Advanced tab, we need to select Enable hierarchical namespace under the Data Lake Storage Gen2 settings:

			

			
				
					[image: Figure 1.2 – Create a storage account – Advanced

]
				

			

			Figure 1.2 – Create a storage account – Advanced

			
					In the Networking tab, we need to provide the connectivity method:

			

			
				
					[image: Figure 1.3 – Create a storage account – Networking
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			Figure 1.3 – Create a storage account – Networking

			
					In the Review + create tab, review the configuration settings and select Create to provision the Azure storage account:

			

			
				
					[image: Figure 1.4 – Create a storage account – Review + create

]
				

			

			Figure 1.4 – Create a storage account – Review + create

			How it works…

			The Azure storage account is deployed in the selected subscription, resource group, and location. The Performance tier can be either Standard or Premium. A Standard performance tier is a low-cost magnetic drive-backed storage. It's suitable for applications such as static websites and bulk storing flat files. The Premium tier is a high-cost SSD-backed storage service. The Premium tier can only be used with Azure virtual machine disks for I/O-intensive applications.

			The Replication options available are Locally-redundant storage (LRS), Zone-redundant storage (ZRS), Geo-redundant storage (GRS), and Geo-zone-redundant storage (GZRS). Local redundancy stores three local copies within the data center and provides fault tolerance for failures within it. Zone-redundant storage provides fault tolerance by copying data to additional data centers within the same region, while geo-redundant storage maintains copies across regions. Geo-zone-redundant storage combines geo- and zone-redundant features and offers the highest fault tolerance. The default Geo-redundant storage (GRS) option was selected, as it provides fault tolerance across regions.

			Azure storage accounts can be accessed publicly over the internet, through selected networks (selected IPs and IP ranges), and from private endpoints.

			Provisioning an Azure storage account using PowerShell

			PowerShell is a scripting language used to programmatically manage various tasks. In this recipe, we will learn how to provision an Azure storage account using PowerShell.

			Getting ready

			Before you start, you need to log in to the Azure subscription from the PowerShell console. To do this, execute the following command in a new PowerShell window:

			Connect-AzAccount

			Then, follow the instructions to log in to the Azure account.

			How to do it…

			The steps for this recipe are as follows:

			
					Execute the following command in a PowerShell window to create a new resource group. If you want to create the Azure storage account in an existing resource group, this step isn't required:New-AzResourceGroup -Name Packtade-powershell -Location 'East US'


			

			You should get the following output:

			
				
					[image: Figure 1.5 – Creating a new resource group

]
				

			

			Figure 1.5 – Creating a new resource group

			
					Execute the following command to create a new Azure storage account in the Packtade-powershell resource group:New-AzStorageAccount -ResourceGroupName Packtade- powershell -Name packtstoragepowershellv2 -SkuName Standard_LRS -Location 'East US' -Kind StorageV2


			

			You should get the following output:

			
				
					[image: Figure 1.6 – Creating a new storage account
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			Figure 1.6 – Creating a new storage account

			How it works…

			There is a single command to create an Azure storage account using PowerShell – New-AzStorageAccount. The SkuName parameter specifies the performance tier, and the Kind parameter specifies the account kind. 

			In the later recipes, we will look at how to assign public/private endpoints to an Azure storage account using PowerShell.

			Creating containers and uploading files to Azure Blob storage using PowerShell

			In this recipe, we will create a new container and upload files to Azure Blob storage using PowerShell.

			Getting ready

			Before you start, perform the following steps:

			
					Make sure you have an existing Azure storage account. If not, create one by following the Provisioning an Azure storage account using the Azure portal recipe.

					Log in to your Azure subscription in PowerShell. To log in, run the Connect-AzAccount command in a new PowerShell window and follow the instructions.

			

			How to do it…

			The steps for this recipe are as follows:

			
					Execute the following commands to create the container in an Azure storage account:$storageaccountname="packtadestoragev2"
$containername="logfiles"
$resourcegroup="packtadestorage"
#Get the Azure Storage account context
$storagecontext = (Get-AzStorageAccount -ResourceGroupName $resourcegroup -Name $storageaccountname).Context;
#Create a new container
New-AzStorageContainer -Name $containername -Context $storagecontext


			

			Container creation is usually very quick. You should get the following output:

			
				
					[image: Figure 1.7 – Creating a new storage container
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			Figure 1.7 – Creating a new storage container

			
					Execute the following commands to upload a text file to an existing container. Ensure that you create a folder in c:\ADECookbook\Chapter1\Logfiles\. Create any file inside the folder as Logfile1.txt:#upload single file to container
Set-AzStorageBlobContent -File "C:\ADECookbook\Chapter1\Logfiles\Logfile1.txt" -Context $storagecontext -Blob logfile1.txt -Container $containername


			

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.8 – Uploading a file to a storage container
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			Figure 1.8 – Uploading a file to a storage container

			
					Execute the following commands to upload all the files in a directory to an Azure container. Create additional copies of Logfile1.txt in the same folder for testing multiple file uploads:#get files to be uploaded from the directory
$files = Get-ChildItem -Path "C:\ADECookbook\Chapter1\Logfiles";
#iterate through each file int the folder and upload it to the azure container
foreach($file in $files){
Set-AzStorageBlobContent -File $file.FullName -Context $storagecontext -Blob $file.BaseName -Container $containername -Force
}


			

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.9 – Uploading multiple files to a storage container
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			Figure 1.9 – Uploading multiple files to a storage container

			How it works…

			The storage container is created using the New-AzStorageContainer command. It takes two parameters – the container name and the storage context. The storage context can be set using the Get-AzStorageAccount command context property.

			To upload files to the container, we used the Set-AzStorageBlobContent command. This command requires the storage context, a file path to be uploaded, and the container name. To upload multiple files, we can iterate through the folder and upload each file using the Set-AzStorageBlobContent command.

			Managing blobs in Azure Storage using PowerShell

			In this recipe, we will learn how to perform various management tasks on an Azure blob. We will perform operations such as copying, listing, modifying, deleting, and downloading files from Azure Blob storage.

			Getting ready

			Before you start, perform the following steps:

			
					Make sure you have an existing Azure storage account. If not, create one by following the Provisioning an Azure storage account using PowerShell recipe.

					Make sure you have an existing Azure storage container. If not, create one by following the Creating containers and uploading files to Azure Blob storage using PowerShell recipe.

					Log in to your Azure subscription in PowerShell. To log in, run the Connect- AzAccount command in a new PowerShell window and follow the instructions.

			

			How to do it…

			Let's perform the following operations in this recipe:

			
					Copy files/blobs between two blob storage containers.

					List files from a blob container.

					Modify the storage access tier of a blob from Hot to Cool.

					Download a file/blob from a container.

					Delete a file/blob from a container.

			

			Let's look at each of them in detail. We'll begin by copying blobs between containers.

			Copying blobs between containers

			Perform the following steps:

			
					Execute the following commands to create a new container in an Azure storage account:#set the parameter values
$storageaccountname="packtadestoragev2"
$resourcegroup="packtadestorage"
$sourcecontainername="logfiles"
$destcontainername="textfiles"
#Get storage account context
$storagecontext = (Get-AzStorageAccount -ResourceGroupName $resourcegroup -Name $storageaccountname).Context
# create the container
$destcontainer = New-AzStorageContainer -Name $destcontainername -Context $storagecontext
$destcontainer


			

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.10 – Creating a new storage container

]
				

			

			Figure 1.10 – Creating a new storage container

			
					Execute the following command to copy the Logfile1 blob from the source container to the destination container:#copy a single blob from one container to another
Start-CopyAzureStorageBlob -SrcBlob "Logfile1"
-SrcContainer $sourcecontainername -DestContainer
$destcontainername -Context $storagecontext -DestContext
$storagecontext


			

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.11 – Copying a blob from one storage container to another

]
				

			

			Figure 1.11 – Copying a blob from one storage container to another

			
					Execute the following command to copy all the blobs from the source container to the destination container:# copy all blobs in new container
Get-AzStorageBlob -Container $sourcecontainername
-Context $storagecontext | Start-CopyAzureStorageBlob
-DestContainer $destcontainername -DestContext
$storagecontext -force


			

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.12 – Copying all blobs from one storage container to another

]
				

			

			Figure 1.12 – Copying all blobs from one storage container to another

			Listing blobs in an Azure storage container

			Execute the following command to list the blobs from the destination container:

			# list the blobs in the destination container

			(Get-AzStorageContainer -Name $destcontainername -Context

			$storagecontext).CloudBlobContainer.ListBlobs()

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.13 – Listing blobs in a storage container

]
				

			

			Figure 1.13 – Listing blobs in a storage container

			Modifying a blob access tier

			Perform the following steps:

			
					Execute the following commands to change the access tier of a blob:# Get the blob reference
$blob = Get-AzStorageBlob -Blob *Logfile2* -Container $sourcecontainername -Context $storagecontext
#Get current access tier
$blob
#change access tier to cool
$blob.ICloudBlob.SetStandardBlobTier("cool")
#Get the modified access tier
Get-AzStorageBlob -Blob *Logfile2* -Container $sourcecontainername -Context $storagecontext 


			

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.14 – Modifying the blob access tier

]
				

			

			Figure 1.14 – Modifying the blob access tier

			
					Execute the following commands to change the access tier of all the blobs in the container:#get blob reference
$blobs = Get-AzStorageBlob -Container $destcontainername -Context $storagecontext
#change the access tier of all the blobs in the container
$blobs.icloudblob.setstandardblobtier("Cool")
#verify the access tier
Get-AzStorageBlob -Container $destcontainername -Context $storagecontext


			

			You should get an output similar to the following screenshot:

			
				
					[image: Figure 1.15 – Modifying the blob access tier of all the blobs in a storage container
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			Figure 1.15 – Modifying the blob access tier of all the blobs in a storage container

			Downloading a blob

			Execute the following commands to download a blob from Azure Storage to your local computer:

			#get the storage context

			$storagecontext = (Get-AzStorageAccount -ResourceGroupName

			$resourcegroup -Name $storageaccountname).Context

			#download the blob

			Get-AzStorageBlobContent -Blob "Logfile1" -Container

			$sourcecontainername -Destination C:\ADECookbook\Chapter1\ Logfiles\ -Context $storagecontext -Force 

			Deleting a blob

			Execute the following command to remove/delete a blob:

			#get the storage context

			$storagecontext = (Get-AzStorageAccount -ResourceGroupName

			$resourcegroup -Name $storageaccountname).Context

			Remove-AzStorageBlob -Blob "Logfile2" -Container

			$sourcecontainername -Context $storagecontext

			How it works…

			Copying blobs across containers in the same storage account or a different storage account can be done easily by the PowerShell Start-CopyAzureStorageBlob command. The command takes the source and destination blobs, the source and destination containers, and the source and destination storage accounts as parameters. To copy all blobs in a container, we can run Get-AzStorageBlob to get all the blobs in the container and pipe the blobs to the Start-CopyAzureStorageBlob command.

			A blob access tier can be modified by first getting the reference to the blob object using Get-AzStorageBlob and then modifying the access tier using the setstandardblobtier property. There are three access tiers – Hot, Cool, and Archive:

			
					The Hot tier is suitable for files that are accessed frequently. It has a higher storage cost and low access cost.

					The Cool tier is suitable for infrequently accessed files and has a lower access cost and a lower storage cost.

					The Archive tier, as the name suggests, is used for long-term archival and should be used for files that are seldom required. It has the highest access cost and the lowest storage cost.

			

			To download a blob from Azure to a local system, we use Get-AzStorageBlobContent. The command accepts the blob name, the container name, the local file path, and the storage context.

			To delete a blob, run Remove-AzStorageBlob. Provide the blob name, the container name, and the storage context.

			Configuring blob lifecycle management for blob objects using the Azure portal

			Azure Storage provides different blob access tiers such as Hot, Cool, and Archive. Each access tier has a different storage and data transfer cost. Applying a proper lifecycle rule to move a blob among different access tiers helps optimize the cost. In this recipe, we will learn how to apply a lifecycle rule to a blob using the Azure portal.

			Getting ready

			Before you start, perform the following steps:

			
					Make sure you have an existing Azure storage account. If not, create one by following the Provisioning an Azure storage account using PowerShell recipe.

					Make sure you have an existing Azure storage container. If not, create one by following the Creating containers and uploading files to Azure Blob storage using PowerShell recipe.

					Make sure you have existing blobs/files in an Azure storage container. If not, you can upload blobs in accordance with the previous recipe. Then, log in to the Azure portal at https://portal.azure.com.

			

			How to do it…

			Follow the given steps to configure a blob lifecycle:

			
					In the Azure portal, find and open the Azure Storage case. In our case, it is packtadestoragev2.

					In the packtadestoragev2 window, search for Data management and select Lifecycle Management under Data management, as shown in the following screenshot:

			

			
				
					[image: Figure 1.16 – Opening Lifecycle management
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			Figure 1.16 – Opening Lifecycle management

			
					On the Add a rule page, create a rule to provide the lifecycle configuration. A lifecycle defines when to move a blob from a Hot to a Cool access tier, when to move a blob from a Cool to a Storage access tier, and when to delete the blob. Select Limit blobs with filters to create a lifecycle policy for a particular container. Click Next:

			

			
				
					[image: Figure 1.17 – Lifecycle management – the action set
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			Figure 1.17 – Lifecycle management – the action set

			
					Specify the condition you would like to use as a lifecycle policy. For example, the following rule moves the blobs that haven't been modified in the last 30 days to Cool storage and 60 days to Archive storage:

			

			
				
					[image: Figure 1.18 – Lifecycle management – the filter set
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			Figure 1.18 – Lifecycle management – the filter set

			
					In Filter set, specify the specific container or filename for which you need to apply the rule:

			

			
				
					[image: Figure 1.19 – Lifecycle management – reviewing and adding
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			Figure 1.19 – Lifecycle management – reviewing and adding

			How it works…

			A blob lifecycle management rule helps in managing storage costs by modifying the access tier of blobs as per the specified rule. Consider a log processing application that reads the log file from Azure Storage, analyzes it, and saves the result in a database. As the log file is read and processed, it may not be needed any further. Therefore, moving it to a Cool access tier from a Hot access tier will save on storage costs.

			Blob lifecycle management helps in automating the access tier modification as per the application requirement and is, therefore, a must-have for any storage-based application.
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			Securing and Monitoring Data in Azure Data Lake 

			Data Lake forms the key storage layer for data engineering pipelines. Security and the monitoring of Data Lake accounts are key aspects of Data Lake maintenance. This chapter will focus on configuring security controls such as firewalls, encryption, and creating private links to a Data Lake account. By the end of this chapter, you will have learned how to configure a firewall, virtual network, and private link to secure the Data Lake, encrypt Data Lake using Azure Key Vault, and monitor key user actions in Data Lake.

			We will be covering the following recipes in this chapter:

			
					Configuring a firewall for an Azure Data Lake account using the Azure portal

					Configuring virtual networks for an Azure Data Lake account using the Azure portal

					Configuring private links for an Azure Data Lake account

					Configuring encryption using Azure Key Vault for Azure Data Lake

					Accessing Blob storage accounts using managed identities

					Creating an alert to monitor an Azure Data Lake account

					Securing an Azure Data Lake account with an SAS using PowerShell

			

			Configuring a firewall for an Azure Data Lake account using the Azure portal

			Data Lake account access can be restricted to an IP or a range of IPs by whitelisting the allowed IPs in the storage account firewall. In this recipe, we'll learn to restrict access to a Data Lake account using a firewall.

			Getting ready

			Before you start, perform the following steps:

			
					Open a web browser and go to the Azure portal at https://portal.azure.com.

					Make sure you have an existing storage account. If not, create one using the Provisioning an Azure storage account using the Azure portal recipe in Chapter 1, Creating and Managing Data in Azure Data Lake.

			

			How to do it…

			To provide access to an IP or range of IPs, follow these steps:

			
					In the Azure portal, locate and open the Azure storage account. In our case, the storage account is packtadestoragev2, created in the Provisioning an Azure storage account using the Azure portal recipe of Chapter 1, Creating and Managing Data in Azure Data Lake.

					On the storage account page, in the Security + Networking section, locate and select Firewalls and virtual networks.

			

			As the packtadestoragev2 account was created with public access, it can be accessed from all networks. 

			
					To allow access from an IP or an IP range, click on the Selected networks option on the storage account on the Firewalls and virtual networks page:

			

			
				
					[image: Figure 2.1 – Azure Storage – Firewalls and virtual networks ]
				

			

			Figure 2.1 – Azure Storage – Firewalls and virtual networks

			
					In the Selected networks option, scroll down to the Firewall section. To give access to your machine only, select the Add your client IP address option. To give access to a different IP or range of IPs, type in the IPs in the Address range section:

			

			
				
					[image: Figure 2.2 – The whitelist IPs in the Azure Storage Firewall section ]
				

			

			Figure 2.2 – The whitelist IPs in the Azure Storage Firewall section

			
					To access storage accounts from Azure services such as Azure Data Factory and Azure Functions, check Allow Azure services on the trusted services list to access this storage account under the Exceptions heading.

					Click Save to save the configuration changes.

			

			How it works…

			Firewall settings are used to restrict access to an Azure storage account to an IP or range of IPs. Even if a storage account is public, it will only be accessible to the whitelisted IPs defined in the firewall configuration.

			Configuring virtual networks for an Azure Data Lake account using the Azure portal

			A storage account can be public which is accessible to everyone, public with access to an IP or range of IPs, or private with access to selected virtual networks. In this recipe, we'll learn how to restrict access to an Azure storage account in a virtual network.

			Getting ready

			Before you start, perform the following steps:

			
					Open a web browser and go to the Azure portal at https://portal.azure.com.

					Make sure you have an existing storage account. If not, create one using the Provisioning an Azure storage account using the Azure portal recipe in Chapter 1, Creating and Managing Data in Azure Data Lake.

			

			How to do it…

			To restrict access to a virtual network, follow the given steps:

			
					In the Azure portal, locate and open the storage account. In our case, it's packtadestoragev2. On the storage account page, in the Security + Network section, locate and select Firewalls and virtual networks | Selected networks:

			

			
				
					[image: Figure 2.3 – Azure Storage – Selected networks ]
				

			

			Figure 2.3 – Azure Storage – Selected networks

			
					In the Virtual networks section, select + Add new virtual network:

			

			
				
					[image: Figure 2.4 – Adding a virtual network ]
				

			

			Figure 2.4 – Adding a virtual network

			
					In the Create virtual network blade, provide the virtual network name, Address space details, and Subnet address range. The remainder of the configuration values are pre-filled, as shown in the following screenshot:

			

			
				
					[image: Figure 2.5 – Creating a new virtual network ]
				

			

			Figure 2.5 – Creating a new virtual network

			
					Click on Create to create the virtual network. This is created and listed in the Virtual Network section, as shown in the following screenshot:

			

			
				
					[image: Figure 2.6 – Saving a virtual network configuration ]
				

			

			Figure 2.6 – Saving a virtual network configuration

			
					Click Save to save the configuration changes.

			

			How it works…

			We first created an Azure virtual network and then added it to the Azure storage account. Creating the Azure virtual network from the storage account page automatically fills in the resource group, location, and subscription information. The virtual network and the storage account should be in the same location.

			The address space specifies the number of IP addresses in a given virtual network.

			We also need to define the subnet within the virtual network that the storage account will belong to. We can also create a custom subnet. In our case, for the sake of simplicity, we have used the default subnet.

			This allows the storage account to only be accessed by resources that belong to the given virtual network. The storage account is inaccessible to any network other than the specified virtual network.

			Configuring private links for an Azure Data Lake account

			In this recipe, we will be creating a private link to a storage account and using private endpoints to connect to it. 

			Private links and private endpoints ensure that all communication to the storage account goes through the Azure backbone network. Communications to the storage account don't use a public internet network, which makes them very secure.

			Getting ready

			Before you start, perform the following steps:

			
					Open a web browser and go to the Azure portal at https://portal.azure.com.

					Make sure you have an existing storage account. If not, create one using the Provisioning an Azure storage account using the Azure Portal recipe in Chapter 1, Creating and Managing Data in Azure Data Lake.

					Make sure you have an existing virtual network configured to the storage account. If not, create one using the Configuring virtual networks for an Azure Data Lake account using the Azure portal recipe in this chapter.

			

			How to do it…

			Perform the following steps to configure private links to a Data Lake account:

			
					Log in to the Azure portal and click on the storage account.

					Click on Networking | the Private Endpoints tab.

					Click on the + Private endpoint button, as shown here:

			

			
				
					[image: Figure 2.7 – Creating a private endpoint to a storage account ]
				

			

			Figure 2.7 – Creating a private endpoint to a storage account

			
					Provide an endpoint name, as shown in the following screenshot:

			

			
				
					[image: Figure 2.8 – Providing an endpoint name ]
				

			

			Figure 2.8 – Providing an endpoint name

			
					In the Resource tab, set Target sub-resource to dfs. Distributed File Systems (DFS) is sub-source if we are connecting to Data Lake Storage Gen2. The rest of the fields are auto-populated. Proceed to the Configuration section:

			

			
				
					[image: Figure 2.9 – Setting the target resource type to dfs]
				

			

			Figure 2.9 – Setting the target resource type to dfs

			
					Create a private Domain Name System (DNS) zone by picking the same resource group where you created the storage account, as shown in the following screenshot:

			

			
				
					[image: Figure 2.10 –  Creating a private DNS ]
				

			

			Figure 2.10 –  Creating a private DNS

			
					Hit the Create button to create the private DNS link.

					After the private endpoint is created, open it in the Azure portal. Click on DNS configuration:

			

			
				
					[image: Figure 2.11 – Copy the FQD9]
				

			

			Figure 2.11 – Copy the FQD9

			
					Make a note of the FQDN and IP addresses details. The FQDN is the Fully Qualified Domain Name, which will resolve to the private IP address if, and only if, you are connected to the virtual network. 

			

			With the preceding steps, we have created a private endpoint that will use private links to connect to a storage account. 

			How it works…

			We have created a private link to a storage account and ensured that traffic goes through the Microsoft backbone network (and not the public internet), as we will be accessing the storage account via a private endpoint. To show how it works, let's resolve the private URL link from the following locations. Let's perform the following:

			
					Use nslookup to look up a private URL link from your local machine.

					Use nslookup to look up a private URL link from a virtual machine inside the virtual network.

			

			On your machine, open Command Prompt and type nslookup <FQDN of private link>, as shown in the following screenshot:

			
				
					[image: Figure 2.12 – Testing a private endpoint connection outside of the virtual network ]
				

			

			Figure 2.12 – Testing a private endpoint connection outside of the virtual network

			nslookup resolves the private link to an incorrect IP address, as your machine is not part of the virtual network. To see it working, perform the following instructions:

			
					Create a new virtual machine in the Azure portal. Ensure to allow a remote desktop connection to the virtual machine, as shown in the following screenshot:

			

			
				
					[image: Figure 2.13 – Creating a new virtual machine and allowing a remote desktop ]
				

			

			Figure 2.13 – Creating a new virtual machine and allowing a remote desktop

			
					Under Networking, select the virtual network in which the storage account resides:

			

			
				
					[image: Figure 2.14 – Configuring the virtual machine to use the virtual network ]
				

			

			Figure 2.14 – Configuring the virtual machine to use the virtual network

			Once the virtual machine is created, log in to the virtual machine using a remote desktop and perform nslookup to look up the private link URL again to resolve its IP address. nslookup is a command that will resolve an URL to an IP address. We will use nslookup to verify whether the private link URL resolves to a private IP address (10.x.x.x) and not a public IP address.

			nslookup from a virtual machine inside the virtual network resolves correctly to the private IP address of the private link, as shown in the following screenshot. This shows that the connection goes through a virtual network only and doesn't use public internet:

			
				
					[image: Figure 2.15 – nslookup from the virtual network ]
				

			

			Figure 2.15 – nslookup from the virtual network

			With the previous recipe, we have successfully created a private link to a storage account, configured a private endpoint connection, and accessed it via a virtual machine to verify the connectivity. This recipe covers how you can securely connect to a storage account through virtual networks only by passing a public network.

			Configuring encryption using Azure Key Vault for Azure Data Lake

			In this recipe, we will create a key vault and use it to encrypt an Azure Data Lake account. 

			Azure Data Lake accounts are encrypted at rest by default using Azure managed keys. However, you have the option of bringing your own key to encrypt an Azure Data Lake account. Using your own key gives better control over encryption.

			Getting ready

			Before you start, perform the following steps:

			
					Open a web browser and go to the Azure portal at https://portal.azure.com.

					Make sure that you have an existing storage account. If not, create one using the Provisioning an Azure storage account using the Azure portal recipe in Chapter 1, Creating and Managing Data in Azure Data Lake.

			

			How to do it…

			Perform the following steps to add encryption to a Data Lake account using Azure Key Vault:

			
					Log in to portal.azure.com, click on Create a resource, search for Key Vault, and click on Create. Provide the key vault details, as shown in the following screenshot. Click on Review + Create:

			

			
				
					[image: Figure 2.16 – Creating an Azure key vault ]
				

			

			Figure 2.16 – Creating an Azure key vault

			
					Go to the storage account to be encrypted. Search for Encryption on the left. Click on Encryption and select Customer-managed keys as the Encryption type. Click on Select a key vault and key at the bottom:

			

			
				
					[image: Figure 2.17 – Encrypting using customer-managed keys ]
				

			

			Figure 2.17 – Encrypting using customer-managed keys

			
					On the new screen, Select a key, select Key vault as Key store type and select the newly created PacktAdeKeyVault as Key vault. Click on Create new key, as shown in the following screenshot:

			

			
				
					[image: Figure 2.18 – Selecting Key Vault ]
				

			

			Figure 2.18 – Selecting Key Vault

			
					Provide a name for the key to be used for encryption of the storage account. The default option, Generate, ensures that the key is generated automatically. Click on Create:

			

			
				
					[image: Figure 2.19 – Creating a key ]
				

			

			Figure 2.19 – Creating a key

			
					Once the key is created, the screen automatically moves to the key vault selection page in the Blob storage, and the newly created key is selected as the key. Click on Select:

			

			
				
					[image: Figure 2.20 – Selecting the key]
				

			

			Figure 2.20 – Selecting the key

			
					The screen moves to the encryption page on the Blob storage page. Click on Save to complete the encryption configuration.

			

			How it works…

			As the newly created key vault has been set for encryption on an Azure Data Lake account, all Data Lake operations (read, write, and metadata) will use the key from Key Vault to encrypt and decrypt the data in Data Lake. The encryption and decryption operations are fully transparent and have no impact on users' operations.

			The Data Lake account automatically gets permissions on the key vault to extract the key and perform encryption on data. You can verify this by opening the key vault in the Azure portal and clicking on Access Policies. Note that the storage account has been granted Get, wrap, and unwrap permissions on the keys, as shown in the next screenshot:

			
				
					[image: Figure 2.21 – Storage account permissions in Key Vault ]
				

			

			Figure 2.21 – Storage account permissions in Key Vault

			Accessing Blob storage accounts using managed identities

			In this recipe, we will grant permissions to managed identities on a storage account and showcase how you can use managed identities to connect to Azure Data Lake.
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2022-02-06 04:29:45Z Hot

2022-02-06 04:29:467

2022-02-06 04:29:467

2022-02-06 04:29:467

2022-02-06 04:29:467

2022-02-06 04:29:46Z

2022-02-06 04:29:467

PS C:\Users\navenkat> Get-AzStorageBlob -Container $sourcecontainername -Context $storagecontext | Start-CopyAzureStorageBlob -DestContainer $destcontainername -DestContext $storagecontext
orce

IsDeleted Versionld

PS C:\Users\navenkat>
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PS Users\navenkat> #get files to be uploaded from the dir
Get-ChildItem -Path "C:
Users\navenkat> #iterate through each file int the fc
C:\Users\navenkat> foreach($file in $files){

>> Set-AzStorageBlobContent -File $file.FullName -Context $storagecontext -Blob $file.BaseName -Container $containername -Force

PS C:\Users\navenkat>

>» }

$files =

AccountName: packtadestoragev2, ContainerName: logfiles

Logfilel
Logfile2
Logfile3
Logfiled
Logfile5
Logfile6

PS C:\Users\navenkat>
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ContentType
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application/octet-stream
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and upload

LastModified

2022-02-06 04:22:16Z
2022-02-06 04:22:17Z
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2022-02-06 04:22:207

t to the azure container
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Hot
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Add a rule

@ Details @ Base blobs @ Filter set

Blob prefix

Filter blobs by name or first letters. To find items in a specific container, enter the name of the container followed by a

forward slash, then the blob name or first letters. For example, to show all blobs starting with "a", type: "mycontainer/a".

Blob prefix

[ 10gfileq | @

| Enter a prefix or file path such as "mycontainer/prefix" |

Blob index match

If you have indexed items in containers with keys and values, you can filter for them.

Key Value

Enter an index key | I == Vv l | Enter a value
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Home > packtadestoragev2 > packtadestorage > packtadestoragev2 >

Create a private endpoint

/Basics ~/Resource @ Configuration () Tags  (5) Review + create

Networking

To deploy the private endpoint, select a virtual network subnet. Learn more

Virtual network * © [ packtvnet V]

Subnet * © [ packtvnet/default (1020.0/24) V]

© If you have a network security group (NSG) enabled for the subnet above, it will
be disabled for private endpoints on this subnet only. Other resources on the
subnet wil still have NSG enforcement.

Private DNS integration

To connect privately with your private endpoint, you need a DNS record. We recommend that you integrate your private
endpoint with a private DNS zone. You can also utilize your own DNS servers or create DNS records using the host files on your
virtual machines. Learn more

Integrate with private DNS zone ® Yes O No

Configuration name Subscription Resource group Private DNS zone

privatelink-dfs-core-windows-net | Visual studio Enterprise " | [ packtadestorage /|| (new privatelink dfs.core windows.net
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Please note that after enabling Storage Service Encryption, only new data will be encrypted, a
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keys ©
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PS C:\Users\navenkat> (Get-AzStorageContainer -Name $destcontainername -Context $storagecontext).CloudBlobContainer.ListBlobs()

Container Uri: https://packtadestoragev2.blob.core.windows.net/textfiles

Name BlobType Length IsDeleted RemainingD ContentType LastModified AccessTier SnapshotTime
aysBeforeP
ermanentDe
lete

Logfilel BlockBlob 15 False application/octet-stream 2022-02-06 04:29:457

Logfile2 BlockBlob 15 False application/octet-stream 2022-02-06 04:29:467Z

Logfile3 BlockBlob 15 False application/octet-stream 2022-02-06 04:29:467Z

Logfiled BlockBlob 5! False application/octet-stream 2022-02-06 04:29:467

Logfile5 BlockBlob {15} False application/octet-stream 2022-02-06 04:29:467

Logfile6 BlockBlob 15 False application/octet-stream 2022-02-06 04:29:467Z

logfilel.txt BlockBlob 15 False application/octet-stream 2022-02-06 04:29:46Z
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PS C:\Users\navenkat> Start-CopyAzureStorageBlob -SrcBlob
ext

AccountName: packtadestoragev2, ContainerName: textfiles
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PS C:\Users\navenkat>

" -SrcContainer $sourcecontainername -DestContainer $destcontainername

LastModified AccessTier SnapshotTime

2022-02-06 04:28:40Z

-Context $storagecontext -DestContext $storagecont

IsDeleted VersionId
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PS C:\Users\navenkat> #upload single file to container

PS C:\Users\navenkat> Set-AzStorageBlobContent -File "C:\ADECookbook\Chapterl\Logfiles\Logfilel.txt" -Context $storagecontext -Blob logfilel.txt -Container $containername
AccountName: packtadestoragev2, ContainerName: logfiles

Name BlobType Length ContentType LastModified AccessTier SnapshotTime

logfilel.txt BlockBlob 15 application/octet-stream 2022-02-06 04:17:55Z Hot
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Private DNS integration

To connect privately with your private endpoint, you need a DNS record.
We recommend that you integrate your private endpoint using a private
DNS zone. You can also utilize your own DN servers. Learn more
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DNSS records visible to the customer

Network Interface 1P addresses
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v
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PS C:\Users\navenkat> $storageaccountname="packtadestoragev2"

PS C:\Users\navenkat> $containername="logfiles"

PS C:\Users\navenkat> $resourcegroup="packtadestorage"

PS C:\Users\navenkat> #Get the Azure Storage account context

PS C:\Users\navenkat> $storagecontext = (Get-AzStorageAccount -ResourceGroupName $resourcegroup -Name $storageaccountname).Context;
PS C:\Users\navenkat> #Create a new container

PS C:\Users\navenkat> New-AzStorageContainer -Name $containername -Context $storagecontext

Name PublicAccess LastModified IsDeleted VersionId

Storage Account Name: packtadestoragev2
logfiles off 6/2/2022 4:15:28 am +00:00

PS C:\Users\navenkat>
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Key store type © @ Key vault
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Create new key vault

Key * I packtadestorageV2EncryptionKey v l

Create new key





OEBPS/image/Figure_2.3_B18309.jpg
Home > packtadestoragev2_1639820964889 > packtadestoragev2

packtadestoragev2 | Networking

Storage account @ Directory: Microsoft
£ Search (Ctrl+ « X X i . X

I { . | Firewalls and virtual networks  Private endpoint connections

&= Overview =
- ;
=1 Save Discard Refresh

Activity log X O

Tags Allow access frol

O All networks @ Selected networks

Diagnose and solve problems
0 Configure network security for your storage accounts. Learn more '

¥ e

Access Control (IAM)
Virtual networks

Data migration
+ Add existing virtual network + Add new virtual network

Events
Virtual Network Subnet

[

Storage browser (preview)
No network selected.





OEBPS/image/B18309_01_006.jpg
55
PS C:\Users\navenkat> New-AzStorageAccount -ResourceGroupName Packtade-powershell -Name packtstoragepowershellv2 -SkuName Standard_LRS -Loc
ation 'East US' -Kind StorageV2

StorageAccountName ResourceGroupName PrimarylLocation SkuName Kind AccessTier CreationTime ProvisioningState Enab
leHt
tpsT
raff
icOn
5%

packtstoragepowershellv2 Packtade-powershell eastus Standard_LRS StorageV2 Hot 6/2/2022 3:08:31 am Succeeded True
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C:\Users\navenkat>nslookup packtadestoragev2.dfs.core.windows.net

Server: UnKnown
ddress: 2404:e801:2000:50d:3223:3ff:fec4:c8e2

Non-authoritative answer:

Name : dfs.mnz22prdstro3a.store.core.windows.net

Address: 20.60.128.226 |

IAliases: packtadestoragev2.dfs.core.windows.net
packtadestoragev2.privatelink.dfs.core.windows.net
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Create a storage account
Basics  Advanced Networking Data protection Tags Review + create

Network connectivity
You can connect to your storage account either publicly, via public IP addresses or service endpoints, or privately, using a

private endpoint.

C tivi thod *
ennectiviymetho @ Public endpoint (all networks)

O Public endpoint (selected networks)

O Private endpoint

© Al networks will be able to access this storage account. We recommend using
Private endpoint for accessing this resource privately from your network. Learn
more
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Project details
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PS C:\Users\navenkat> #get blob reference

Users\navenkat> $blobs = Get-AzStorageBlob -Container $destcontainername -Context $storagecontext
PS C:\Users\navenkat> #change the access tier of all the blobs in the container

Users\navenkat> ¢blobs.icloudblob.setstandardblobtier(Cool")

Users\navenkat> #verify the access tier

PS C:\Users\navenkat> Get-AzStorageBlob -Container $destcontainername -Context $storagecontext

AccountName: packtadestoragev2, ContainerName: textfiles

Name BlobType Length ContentType LastModified AccessTier SnapshotTime IsDeleted VersionId
Logfilel BlockBlob 15 application/octet-stream 2022-02-06 04:29:45Z Cool False
Logfile2 BlockBlob 15 application/octet-stream 2022-02-06 04:29:46Z Cool False
Logfile3 BlockBlob 15 application/octet-stream 2022-02-06 04:29:46Z Cool False
Logfilea BlockBlob 15 application/octet-stream 2022-02-06 04:29:46Z Cool False
Logfile5 BlockBlob 15 application/octet-stream 2022-02-06 04:29:46Z Cool False
Logfile6 BlockBlob 15 application/octet-stream 2022-02-06 04:29:46Z Cool False
logfilel.txt BlockBlob 15 application/octet-stream 2022-02-06 04:29:467 Cool False
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\Users\navenkat> # Get the blob reference

Users\navenkat> $blob = Get-AzStorageBlob -Blob *Logfilea* -Container $sourcecontainername -Context $storagecontext
Users\navenkat> ' currenl acces i

PS C:\Users\navenkat> $blob

AccountName: packtadestoragev2, ContainerName: logfiles

Name BlobType Length ContentType LastModified AccessTier SnapshotTime

Logfile2 BlockBlob 15 application/octet-stream 2022-02-06 04:

PS C:\Users\navenkat> #change access tier to cool

PS C:\Users\navenkat> $blob.ICloudBlob.SetStandardBlobTier( cool”)
PS C:\Users\navenkat> #Get the modified access tier
PS C:\Users\navenkat> Get-AzStorageBlob -Blob *Logfile2* -Container $sourcecontainername -Context $storagecontext

AccountName: packtadestoragev2, ContainerName: logfiles

BlobType Length ContentType LastModified AccessTier SnapshotTime

Logfile2 BlockBlob 15 application/octet-stream 2022-02-06 04:

IsDeleted Versionld

False
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