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    Preface

    Be at the forefront of cybersecurity innovation with Microsoft Security Copilot, where advanced artificial intelligence (AI) tackles the intricate challenges of digital defense. This book unveils Security Copilot’s powerful features, from AI-powered analytics revolutionizing security operations to intelligent orchestration that streamlines incident response and threat management. Through real-world case studies and frontline stories, you’ll learn how to truly harness AI advancements and unlock the full potential of Security Copilot within the expansive Microsoft ecosystem.

    Designed for security professionals navigating increasingly sophisticated cyber threats, this book equips you with the skills to accelerate threat detection and investigation, refine your security processes, and optimize cyber defense strategies. You will discover that Security Copilot is more than just a tool; it is your trusted partner in the fight against cyber threats, empowering you to work smarter, respond faster, and stay ahead of ever-evolving threats.

    By the end of this book, you’ll have become a Security Copilot ninja, confidently crafting effective prompts, designing promptbooks, creating custom plugins, and integrating logic apps for enhanced automation.

    Who this book is for

    This book is for cybersecurity professionals at all experience levels, from beginners seeking foundational knowledge to seasoned experts looking to stay ahead of the curve. While readers with basic cybersecurity knowledge will find the content approachable, experienced practitioners will gain deep insights into advanced features and real-world applications.

    What this book covers

    Chapter 1, Elevating Cyber Defense with Security Copilot, introduces you to the world of AI, outlining its evolution from foundational principles to cutting-edge technologies. The chapter details how AI is fueling innovative advancements with a specific focus on Microsoft Copilot.

    Chapter 2, Unveiling Security Copilot through Its Embedded Experience, formally introduces Security Copilot to you by showcasing it in action. It highlights Security Copilot’s core features across various embedded experiences and provides an introduction to the standalone experience.

    Chapter 3, Navigating the Security Copilot Platform, walks through Security Copilot’s onboarding process and reviews its user interfaces after you have become acquainted with the platform. Following that, it presents a case study to demonstrate how Security Copilot can be applied in a real-world security incident investigation, offering a hands-on view of its practical use.

    Chapter 4, Extending Security Copilot’s Capabilities with Plugins, highlights how plugins enable Security Copilot to expand and adapt to diverse needs. The chapter covers the preinstalled plugins as well as third-party offerings. It also provides insights into the development and use of custom plugins designed to address specific security requirements.

    Chapter 5, The Art of Prompt Engineering, takes a closer look at the techniques behind crafting clear, well-structured prompts. It introduces practical strategies for building effective prompts and shares best practices to support successful prompt engineering.

    Chapter 6, The Power of Promptbooks in Security Copilot, introduces promptbooks by exploring their role within the platform. This chapter highlights a range of prebuilt promptbooks, then offers guidance on creating custom ones tailored to specific security scenarios. It concludes with sample promptbooks and practical tips to support effective implementation.

    Chapter 7, Automation and Integration – The Next Frontier, introduces the Security Copilot Logic Apps connector and demonstrates its integration with Azure Logic Apps workflows that enable more customizable automation. This chapter also covers how Security Copilot can harness organization-specific insights through its file upload feature and the Azure AI Search plugin.

    Chapter 8, Cyber Sleuthing with Security Copilot, brings together the key concepts covered in earlier chapters by walking through a real-world Microsoft Defender XDR incident investigation. It also offers practical insights and strategies, including the use of custom plugins and the chaining of promptbooks, to enhance investigation workflows.

    Chapter 9, Harnessing Security Copilot within the Microsoft Ecosystem, presents additional case studies that demonstrate the practical application of Security Copilot. It illustrates how the platform supports analysts in examining user behavior, tracking suspicious activity, and detecting signs of account compromise. It also highlights how Security Copilot can streamline device comparisons and identify policy conflicts through its Intune plugin.

    Chapter 10, Frontline Tales with Security Copilot, continues with additional case studies that highlight Security Copilot’s real-world impact. It demonstrates how the platform can track attacker infrastructure and transform threat intelligence into actionable insights. It also illustrates how Security Copilot delivers strategic guidance to help chief information security officers to stay ahead of emerging threats.

    Chapter 11, The Pricing Model in Security Copilot, walks through the role of Security Compute Unit (SCUs) in the Security Copilot ecosystem. It details Security Copilot’s pricing structure and cost calculation. It also offers practical guidance on cost optimization and highlights strategies to improve efficiency.

    To get the most out of this book

    
      	It’s ideal to have some familiarity with the following foundational technologies and concepts. If you’re new to these topics, don’t worry; key ideas are introduced and explained throughout the book. That said, a basic understanding will make it easier to contextualize the material and follow along more effectively:

      	A general understanding of cybersecurity operations and concepts, such as incident response, threat detection, and the attack life cycle

      	A working knowledge of Microsoft Defender security solutions

      	Some familiarity with scripting or automation workflows, such as Kusto Query Language (KQL) or Azure Logic Apps

      	A basic awareness of AI concepts, including large language models (LLMs), prompt engineering, and generative AI, though Chapter 1 will give you an introductory refresher

    

    Download the example code files

    The code bundle for the book is hosted on GitHub at https://github.com/PacktPublishing/Microsoft-Copilot-for-Security. We also have other code bundles from our rich catalog of books and videos available at https://github.com/PacktPublishing. Check them out!

    Download the color images

    We also provide a PDF file that has color images of the screenshots/diagrams used in this book. You can download it here: https://packt.link/gbp/9781835884522.

    Conventions used

    There are a number of text conventions used throughout this book.

    CodeInText: Indicates code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter/X handles. For example: “For instance, when inquiring about error code 0xC7D14FBA, Security Copilot explains that this error occurs because the app installation failed due to the necessary file being deleted before the process finished.”

    User prompts are written as follows:

    Can you explain in more detail about the following event: services.exe modified service image file from to %COMSPEC% /C "powershell.exe -EncodedCommand QwA6AFwAUwBjAHIAaQBwAHQAcwBcAFIAZ QBuAGEAbQBlAFAAbwB3AGUAcgBzAGgAZQBsAGwALgBwAHMAMQA=" for service WDUAPJKVADPWOQLFGQSH


    Copilot outputs are displayed as:

    The provided command line script executes a file named “jyglecpm.1v0.exe” in a hidden window. It then uses the ‘-encodedCommand’ parameter to run a base64-encoded command. The base64 string decodes to a PowerShell script located at ‘C:\Scripts\ExportADFSTokenSigningCert.ps1’. This suggests that the script is likely used to execute a hidden process and then run a PowerShell script, possibly for malicious purposes.

    A block of code is set as follows:

    Table = <tablename>
Time/Date range = <time range>
Query = <query processing example: the top medium severity alert and the number of times is shows up in the data>
Display = <how the results are displayed example: just the alert name and the times it shows up>


    Bold: Indicates a new term, an important word, or words that you see on the screen. For instance, words in menus or dialog boxes appear in the text like this. For example: “Scroll to the bottom of the Manage Sources page, and within the Custom section, you’ll find an Add plugin option.”

    
      Warnings or important notes appear like this.

    

    
      Tips and tricks appear like this.

    

    Get in touch

    Feedback from our readers is always welcome.

    General feedback: If you have questions about any aspect of this book or have any general feedback, please email us at customercare@packt.com and mention the book’s title in the subject of your message.

    Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book, we would be grateful if you reported this to us. Please visit http://www.packt.com/submit-errata, click Submit Errata, and fill in the form. We ensure that all valid errata are promptly updated in the GitHub repository at https://github.com/PacktPublishing/Microsoft-Copilot-for-Security.

    Piracy: If you come across any illegal copies of our works in any form on the internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packt.com with a link to the material.

    If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit http://authors.packt.com/.

  

  
    

    Share your thoughts

    Once you’ve read Microsoft Security Copilot, we’d love to hear your thoughts! Please click here to go straight to the Amazon review page for this book and share your feedback.

    Your review is important to us and the tech community and will help us make sure we’re delivering excellent quality content.
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    Stay relevant in a rapidly changing cybersecurity world – join 65,000+ SecPro subscribers

    _secpro is the trusted weekly newsletter for cybersecurity professionals who want to stay informed about real-world threats, cutting-edge research, and actionable defensive strategies. 

    Each issue delivers high-signal, expert insights on topics like:

    
      	Threat intelligence and emerging attack vectors

      	Red and blue team tactics

      	Zero Trust, MITRE ATT&CK, and adversary simulations

      	Security automation, incident response, and more!

    

    Whether you’re a penetration tester, SOC analyst, security engineer, or CISO, _secpro keeps you ahead of the latest developments — no fluff, just real answers that matter.

    Scan the QR code to subscribe for free and get expert cybersecurity insights straight to your inbox:
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    Elevating Cyber Defense with Security Copilot

    Welcome to Microsoft Security Copilot! In this book, you’ll embark on an exciting journey into the world of next-generation cyber defense powered by AI. This opening chapter takes you to the fascinating world of Artificial Intelligence (AI) and illustrates how it has evolved over time. You’ll gain insights into the technological advancements that have shaped AI, starting with the foundational principles of machine learning and progressing to more sophisticated technologies, including deep learning, generative AI, and large language models (LLMs). These technological breakthroughs have contributed to the powerful AI capabilities we use today.

    By exploring the core concepts behind AI, you’ll gain a clearer understanding of how it operates behind the scenes. This deeper insight will enhance your knowledge and confidence in using AI tools such as Microsoft Security Copilot, allowing you to apply your understanding of AI principles to effectively utilize these tools.

    You’ll also gain a comprehensive view of how Microsoft is harnessing AI through its suite of Copilot solutions to drive the development of innovation and practical applications, as well as its significant role in enhancing cybersecurity to protect your digital assets and infrastructure.

    We will cover these topics through the following sections in this chapter:

    
      	AI evolution – core principles and generative advances

      	Introducing Microsoft Security Copilot

      	Discovering Microsoft Security Copilot

    

    Getting the most out of this book – get to know your free benefits

    Unlock exclusive free benefits that come with your purchase, thoughtfully crafted to supercharge your learning journey and help you learn without limits.

    Here’s a quick overview of what you get with this book:

    Next-gen reader

    
      
        
          	
            [image: ]
            Figure 1.1: Illustration of the next-gen Packt Reader’s features

          
          	
            Our web-based reader, designed to help you learn effectively, comes with the following features:

            [image: ]Multi-device progress sync: Learn from any device with seamless progress sync.

            [image: ]Highlighting and notetaking: Turn your reading into lasting knowledge.

            [image: ]Bookmarking: Revisit your most important learnings anytime.

            [image: ]Dark mode: Focus with minimal eye strain by switching to dark or sepia mode.

          
        

      
    

    Interactive AI assistant (beta)

    
      
        
          	
            [image: ]
            Figure 1.2: Illustration of Packt’s AI assistant

          
          	
            Our interactive AI assistant has been trained on the content of this book, to maximize your learning experience. It comes with the following features:

            [image: ] Summarize it: Summarize key sections or an entire chapter.

            [image: ] AI code explainers: In the next-gen Packt Reader, click the Explain button above each code block for AI-powered code explanations.

            Note: The AI assistant is part of next-gen Packt Reader and is still in beta. 

          
        

      
    

    DRM-free PDF or ePub version 

    
      
        
          	
            [image: ]
            Figure 1.3: Free PDF and ePub

          
          	
            Learn without limits with the following perks included with your purchase:

            [image: ] Learn from anywhere with a DRM-free PDF copy of this book.

            [image: ] Use your favorite e-reader to learn using a DRM-free ePub version of this book.

          
        

      
    

    
      
        
          
            	
              Unlock this book’s exclusive benefits now

              Scan this QR code or go to packtpub.com/unlock, then search for this book by name. Ensure it’s the correct edition.

            
            	
              [image: ]
              [image: ]
            
          

          
            	
              Note: Keep your purchase invoice ready before you start.

            
          

        
      

    

    AI evolution – core principles and generative advances

    AI is the grand umbrella term that encompasses all forms of computational systems that can perform tasks that normally require human intelligence. AI encompasses a wide range of subfields, including machine learning, deep learning, neural networks, Natural Language Processing (NLP), and robotics. Its applications are diverse, ranging from medical diagnosis and financial analysis to self-driving cars and virtual personal assistants.

    The term artificial intelligence was first introduced by John McCarthy in 1956 during the Dartmouth Conference, marking the birth of AI as a field of study. AI gained momentum with the rise of machine learning, which focused on developing algorithms that allow computers to learn from data and make predictions or decisions without being explicitly programmed for specific tasks. The availability of large datasets and advances in computing power facilitated the development of more complex machine learning models.

    The mid-2000s marked a significant breakthrough in AI with the advent of deep learning. Deep learning, a branch of machine learning, is characterized by neural networks with multiple layers. It began to gain prominence around 2006, largely driven by Geoffrey Hinton’s groundbreaking work in developing techniques that enabled AI systems to learn in a human-like manner. Deep learning models achieved remarkable success in tasks such as image and speech recognition, NLP, and gaming. This era’s progress was propelled by the availability of large datasets, powerful GPUs, and improved algorithms, all of which facilitated the training of increasingly complex models.

    Generative AI, which can generate content that closely resembles human creation, saw significant advancements in 2014. It began with the capability to create realistic images from noise maps. Over time, it has evolved to craft an extensive variety of content, spanning from textual compositions and imagery to video clips, musical pieces, and synthesized speech.

    The early 2020s were marked by an AI boom, particularly with the advancements in deep learning and the development of LLMs. These models are capable of summarizing, reading, or generating text in a manner similar to human communication, which has led to a substantial expansion of generative AI systems. Advanced chatbots such as ChatGPT, Copilot, and LLaMA have contributed greatly to the AI landscape, transforming our interaction with technology and unlocking unprecedented levels of efficiency and creative potential.

    AI continues to advance at an unprecedented pace. However, its core components are deeply interconnected, starting with the broad foundation of AI and progressing to more specialized areas such as machine learning, deep learning, and, ultimately, specialized models such as generative AI and LLMs. The core components of AI and their relationships are outlined next, illustrating how each one is interconnected within the broader AI ecosystem:

    
      	AI is the broad field – the “umbrella”

      	Machine learning is a core component of AI – it’s a method within AI

      	Deep learning is a specialized subcomponent of machine learning

      	Generative AI is an application area (or functional branch) of deep learning

      	LLMs are a specific type of generative AI – very specialized components built on top of deep learning architectures

    

    The following diagram offers a visual guide to these core AI components:

    [image: A diagram of a diagram  Description automatically generated]
    Figure 1.4 – Visual guide illustrating the layers within AI systems

    Note that this visual guide depicts the core components of AI in layers, with each component in an inner layer being a subset of the component in the outer layer. Each layer also builds upon the capabilities of the outer layer, illustrating how each foundational technology, such as machine learning, paved the way for more advanced developments, such as deep learning.

    As AI continues to advance, its transformative impact is being felt across a wide range of industries. In healthcare, AI is revolutionizing the sector by helping doctors with diagnoses, creating personalized treatment plans, and accelerating the pace of drug discovery. Banks and financial institutions are leveraging AI’s power to detect fraudulent activities, execute algorithmic trades, and manage risks. In the automotive industry, AI is behind the wheel of self-driving cars and boosting safety with advanced driver-assistance systems. Retailers are tapping into AI to tailor customer recommendations, streamline inventory management, and automate client services. In the manufacturing sphere, AI is used to optimize supply chain logistics, enable predictive maintenance, and ensure quality control through cutting-edge analytics and robotic automation.

    The applications of AI across industries highlight its transformative potential and the ongoing technological evolution. While AI-powered tools and systems have already made a significant impact, the ongoing research and development continue to overcome present limitations and unlock new possibilities, paving the way for innovations that could revolutionize industries and everyday life.

    With AI continuing to evolve, understanding the technologies driving this transformation becomes crucial. In the next few sections, we will delve into the core AI components that have shaped modern AI. By gaining a clear understanding of how each of these technologies works, you’ll be better prepared to use them more effectively and with confidence, as AI is no longer a magical black box that just works.

    The emergence of machine learning

    As we explore the fascinating world of AI, we naturally come to focus on machine learning, the foremost fundamental concept in our ongoing exploration. Machine learning is a subfield of AI. It involves the development of algorithms and models that teach computer systems to identify patterns in data and use this knowledge to make informed decisions or predictions.

    Let’s illustrate the concept of machine learning with a simple example.

    Imagine you give your friend Alex a bunch of pictures of different animals, cats, dogs, and rabbits, and you tell him which animal is which for each picture. As Alex examines the images, he begins to recognize patterns: cats have pointy ears and whiskers, dogs have floppy ears and snouts, and rabbits have long ears and fluffy tails. 

    Through repeated observation, Alex becomes pretty good at guessing which animal is which just by looking at their features. Now, if you show Alex a new picture of an animal he hasn’t seen before, he can apply what he’s learned about these patterns to make an educated guess—it might be a cat because of the pointy ears and whiskers, for example.

    This process mirrors machine learning, where algorithms are trained on data to recognize patterns, such as features in animal pictures, and use these patterns to make predictions or decisions about new data that they haven’t seen before. This ability to learn from data and predict outcomes is what makes machine learning such a powerful tool across various fields.

    Let’s look at a more technical example that illustrates machine learning, focusing on the relationship between input data and outcomes. Imagine we have a dataset containing information about houses: their sizes in square feet and their corresponding prices. The goal is to build a machine learning model that can predict the price of a house based on its size.

    We start by collecting the dataset, such as house sizes and their prices. We prepare this data, ensuring it’s suitable for a machine learning model. We then select an algorithm that can predict continuous values, such as house prices based on size. By feeding the algorithm with the dataset, it learns the relationship between house size, the input, and house price, the output. During training, the model fine-tunes its parameters to reduce the prediction error. Once trained, the model can estimate the price of a new house by applying the patterns it has learned.

    For instance, if the model has learned that a house’s price increases by $10,000 for every additional 100 square feet, it can predict that a 1,500-square-foot house might be priced at $150,000 more than a house with 1,400 square feet. This demonstrates how machine learning algorithms can learn from data and make predictions on new, unseen data.

    To summarize, in machine learning, the goal is to use an algorithm that can predict outputs from inputs. This algorithm is learned from examples of past input-output pairs. Once learned, this algorithm can then be used to predict what the output would be for new input data that the model hasn’t seen before.

    The rise of machine learning has been a driving force in the acceleration of AI. The momentum gained by AI with the advent of machine learning is profound, as it shifted the focus from rule-based programming to data-driven learning. This transition allowed computers to evolve from performing predefined tasks to making predictions and decisions based on data analysis. The importance of machine learning in this context is its role in enabling AI systems to uncover insights and patterns within vast datasets that were previously unattainable with traditional computing methods. This capability has not only propelled AI forward but also opened new possibilities and applications, making AI more versatile and effective across various domains.

    The rise of deep learning and neural networks

    Now that we have seen how machine learning works in general, you may wonder about real-world scenarios where we encounter all sorts of data, such as images, text, and audio, and other forms of unstructured information. The traditional machine learning models often find these unstructured datasets challenging, as they typically require significant manual effort to process.

    This is where deep learning comes in. Deep learning is a subset of machine learning that excels in interpreting and learning from unstructured data. You can think of deep learning as the whiz kid of machine learning that is good at making sense of messy data. It uses layers upon layers of artificial neural networks, like a deep stack of filters. Each layer learns different aspects of the data, allowing the system to process and understand all of that unstructured information. These layers help deep learning models to identify complex patterns and make smart predictions or decisions. “For example, deep learning is what driverless cars use to process images and distinguish pedestrians from other objects on the road or what your smart home devices use to understand your voice commands.” (Microsoft, What Is Deep Learning?, https://azure.microsoft.com/en-us/resources/cloud-computing-dictionary/what-is-deep-learning).

    Artificial neural networks are composed of layers of interconnected neurons that the input signal goes through one after another to predict the outcome. For example, in the following diagram, to identify whether it’s a flower in the picture, the image passes through multiple layers of neurons (depicted as circles) to generate a prediction:

    [image: A diagram of a network  Description automatically generated]
    Figure 1.5 – Visualizing artificial neural networks

    Deep learning algorithms are inspired by the structure and function of the human brain, and they are capable of automatically learning patterns and representations from data. These deep neural networks learn from vast amounts of diverse data, enabling them to automatically extract increasingly abstract features from raw data, making them highly effective for tasks such as image and speech recognition and NLP.

    Deep learning enables machines to process and recognize patterns in data in ways that are inspired by human cognition, but at a much larger scale and scope. The advent of artificial neural networks has enhanced AI technology considerably, allowing machines to tackle previously insurmountable tasks, thus revolutionizing our use of technology in processing and engaging with intricate data.

    Introducing generative AI

    Generative AI is a fascinating branch of AI that specializes in creating new content. Leveraging deep learning techniques, it extracts patterns from training data to create new instances that mimic the original dataset. This innovative technology excels at producing diverse outputs that can be text, images, music, and so on, based on the patterns it has learned from the training data. Generative AI has attracted significant attention for its potential to produce realistic and creative outputs, revolutionizing industries such as art, entertainment, design, and scientific research.

    At the core of generative AI are several key technologies and methodologies. Neural networks serve as the backbone of generative AI. These computational models are inspired by the complex network of neurons in the human brain. In the context of generative AI, these networks use their learned knowledge to create new content. Imagine them as skilled apprentices who, after analyzing countless paintings, can create entirely new artworks that blend elements from various styles they’ve observed.

    The Transformer models, including OpenAI’s Generative Pre-trained Transformer (GPT) series, have become a cornerstone of modern generative AI. The Transformer model is like a super-smart assistant that excels at understanding and generating content. Imagine you’re asking this assistant a question. It carefully analyzes each word and its context in your question to figure out what you’re asking for, then provides an answer.

    For instance, if you ask, “Which state is Seattle in?” the Transformer model analyzes the question by focusing on important words such as state and Seattle. It understands that you’re asking about Seattle’s location. Using its extensive knowledge of language and information from vast amounts of text, it finds the most likely answer. In this case, based on its training, it knows Seattle is in the state of Washington and generates an answer, “Seattle is in Washington state.”

    The Transformer model, as its name implies, takes input data and generates contextually relevant responses. It is skilled at processing language by understanding the relationships between words and generating responses that are contextually relevant and informative. It can generate clear and relevant text, such as writing articles, answering questions, or composing poetry. The model can condense long pieces of articles into concise summaries while retaining the essential information. 

    It can understand questions posed in natural language and provide accurate answers based on the context provided. Beyond translation, the Transformer model can comprehend and interpret the nuances of language, aiding in tasks such as sentiment analysis and classification.

    Besides Transformer models, there are other popular techniques for implementing generative AI, enabling its wide-ranging applications in fields such as NLP, image and video generation, music composition, and beyond.

    In image and video generation, generative AI creates art, realistic images, and videos for advertising and media production. In music and audio generation, it composes music across genres, synthesizes sound effects, and generates natural-sounding voices for virtual assistants and audiobooks. In text generation, generative AI aids in creative writing by producing poems, stories, and articles, while enhancing chatbots and virtual assistants for more natural interactions. In scientific research, generative AI accelerates drug discovery by predicting molecular structures and designing new materials with specific properties. “The use of artificial intelligence (AI) is proving to be a game-changer when it comes to medicine with the technology now helping scientists to unlock the first new antibiotics in 60 years” (Oceane Duboust (2023) Euronews, Scientists discover the first new antibiotics in over 60 years using AI https://www.euronews.com/health/2023/12/31/scientists-discover-the-first-new-antibiotics-in-over-60-years-using-ai).

    LLMs

    In earlier sections of this chapter, we covered machine learning, a branch of AI. Machine learning enables machines to make predictions or decisions without being explicitly programmed for each specific task. Then, we explored deep learning, a subset of machine learning, that utilizes multi-layered or “deep” neural networks to analyze complex patterns in data. Deep learning is particularly good at recognizing patterns in unstructured data such as images, sound, and text. We then discussed generative AI, which leverages deep learning techniques to produce original and creative content. It generates outputs that can be text, images, music, and so on, based on the patterns it has learned from the training data.

    You may now be curious about the roles of ChatGPT and Microsoft Copilot within the extensive AI ecosystem. To understand this further, it’s important to discuss another key element known as LLMs.

    LLMs are a specialized form of generative AI, and they excel in generating text that closely resembles human writing. These models, such as GPT, represent an advanced application of the Transformer model architecture, but scaled up significantly in terms of model size and training data. 

    These models are trained on extensive datasets drawn from a variety of sources, with each model’s capabilities shaped by the data it has been exposed to, including its training cutoff date. By predicting the next token (which can be a word or part of a word) in a sequence, these models become powerful tools for understanding and generating human language. They can be used for a variety of tasks, such as text completion, translation, summarization, question-answering, and code generation.

    LLMs predict the next word in a sentence by considering the words that come before it. This is done by calculating the probability of each possible next word based on the patterns it has learned during training. The model uses these probabilities to generate the most likely next word, which leads to the creation of coherent and contextually appropriate sentences.

    In the grand scheme of AI, LLMs represent the cutting-edge of what’s possible with generative AI and deep learning, pushing the boundaries of how machines understand and create human-like text. They are a powerful tool in the AI toolkit, enabling a wide range of applications from automated content creation to sophisticated conversational agents.

    ChatGPT and Microsoft Copilot are both technologies that leverage LLMs to assist users in accomplishing tasks more efficiently. While both technologies understand and generate human language, they serve different purposes and operate within different scopes. ChatGPT, part of the OpenAI family, is designed to engage in conversational dialogue and perform a range of language-related tasks, including creative writing, problem-solving, and coding assistance. Microsoft Copilot, on the other hand, is specifically integrated into the Microsoft ecosystem. It aims to streamline workflows and enhance productivity by assisting with tasks across the suite of Microsoft applications, such as summarizing emails, drafting documents, and managing meetings.

    At their core, ChatGPT and Microsoft Copilot employ sophisticated AI through LLMs for natural language tasks. These models leverage deep learning and generative AI methods to handle linguistic data in ways that mirror human-like comprehension and innovation.

    Understanding natural language processing

    You may have noticed that we mentioned NLP a few times in the previous sections. NLP is a core field within AI that focuses on empowering computers to understand, interpret, and generate human language effectively. By ensuring interactions are both meaningful and contextually aware, NLP enhances the way machines engage with and respond to human communication. It is like giving computers the superpower to understand, interpret, and talk to us in our own language. NLP is a key component behind how your phone understands your voice commands, how spam filters keep your inbox clean, and even how virtual assistants such as Siri or Alexa chat with you like a friend.

    At its heart, NLP uses clever tricks from machine learning to teach computers how to handle the complexities of human language. Imagine algorithms that can read through mountains of text to figure out whether an email is important or junk, or sift through customer reviews to tell you how people feel about a product. These tools use patterns from tons of examples to make smart decisions about language.

    But it doesn’t stop there. Deep learning turbocharges NLP by letting computers learn intricate linguistic features directly from raw text data, diving deep into how language works. Think of it like teaching a computer to spot sarcasm or understand the subtleties in a poem. Neural networks, the brains behind deep learning, learn these things by crunching through tons of sentences, spotting patterns, and building their own understanding of language rules.

    Then there’s generative AI, which not only understands what we say but can also create new text that is coherent, contextually appropriate, and often indistinguishable from human writing, with LLMs leading the way. These techniques advance NLP by improving both language generation and understanding.

    NLP integrates various methodologies from machine learning, benefits from advancements in deep learning for understanding complex language patterns, utilizes techniques from generative AI for text generation, and pushes the boundaries with state-of-the-art LLMs for advanced natural language understanding and generation tasks.

    Putting it all together

    With a foundation laid across the core components of AI, spanning machine learning, deep learning, generative AI, LLMs, and NLP, it’s clear we are witnessing a profound transformation. AI has evolved from basic data processing to machines capable of producing original, human-like creativity. Machine learning provides the basic tools for pattern recognition and prediction, which are enhanced by deep learning’s ability to learn from unstructured data. Generative AI then elevates these capabilities, producing original content that mirrors human ingenuity, while LLMs channel this creative force into sophisticated, human-like language applications.

    Now that we’ve explored each of these core AI components, let’s take a step back to see the bigger picture, examining how these components interconnect and observing the synergy they share:

    
      	AI is the grand umbrella term that encompasses all forms of computational systems that can perform tasks normally requiring human intelligence. This includes reasoning, learning, perception, problem-solving, and language understanding.

      	Machine learning is a subset of AI. It involves the development of algorithms and models that enable computer systems to recognize patterns in data and use them to make informed decisions or predictions.

      	Deep learning, a subset of machine learning, advances these principles. It uses neural networks with multiple layers (hence deep) to learn from vast amounts of diverse data, especially unstructured data. These neural networks are structured in a way that mimics the human brain’s neural networks, hence the term neural. Deep learning allows the machine to learn from complex patterns and perform tasks such as image and speech recognition.

      	Generative AI leverages deep learning techniques to focus on creating new content. Based on the patterns it has learned from the training data, it generates outputs that can be text, images, music, and so on. Generative AI models can produce original and creative content, and they are particularly useful in fields such as design, art, and content creation.

      	LLMs are a specialized type of generative AI that processes and generates human-like text, at a level of sophistication that approaches human understanding and inventiveness. LLMs are built using deep learning techniques, particularly neural networks known as Transformers, which are adept at handling sequential data such as text. LLMs can perform a wide variety of NLP tasks, such as translation, summarization, question-answering, and conversation.

    

    
      Important note

      This perspective offers a simplified understanding of AI components. The field of AI is complex, encompassing other definitions that we have not discussed.

    

    Having introduced AI and some of its core components, let’s dig deeper into the practical applications of AI in the real world. In the next section, we will take a closer look at how Microsoft is leveraging AI to develop innovative solutions, particularly within the Microsoft Copilot family.

    Introducing Microsoft Security Copilot

    The Microsoft Copilot family consists of a variety of solutions that enhance productivity across different services. These include Microsoft 365 Copilot, Dynamics 365 Copilot, Copilot in Power Platform, Security Copilot, and GitHub Copilot. Each member of the Copilot family brings its own unique capabilities to the table.

    Microsoft Copilot employs an LLM based on OpenAI’s GPT framework to generate and interpret human-like text. This advanced model allows Copilot to understand and respond to user inputs with precision. Its conversational interface is crafted to be user-friendly and mirrors the interaction style of ChatGPT, ensuring an accessible chat experience for users.

    In the next few sections, we’ll dive into a selection of solutions from the Microsoft Copilot family. Keep in mind, though, that this is just a glimpse of Microsoft’s rapidly growing Copilot ecosystem. The goal is to highlight a few flagship products that showcase the diverse applications of AI. It is important to be aware that Microsoft continues to introduce new enterprise Copilot offerings across a variety of platforms and services, while existing solutions are constantly evolving with new features and enhanced capabilities. By the time you’re reading this, the Copilot lineup has likely expanded even further with additional updates. Furthermore, be aware that product names and branding may change over time, as is often the case with Microsoft’s ever-evolving technology landscape.

    Microsoft 365 Copilot

    Microsoft 365 Copilot acts as a powerful personal assistant right within your Microsoft 365 apps – be it Word, Excel, PowerPoint, Outlook, Teams, and more. This personal assistant is seamlessly integrated into your daily work tools. It can help you to draft documents, summarize emails, create presentations, manage meetings, keep track of tasks, review content, analyze data, and conduct web research to name a few.

    Let’s say your inbox is overflowing with emails. You need to get to the gist of them, but reading through each one is time-consuming. Microsoft 365 Copilot can summarize your emails, giving you the key points in a concise format. It’s like having a personal assistant who sifts through your emails and gives you a brief on the important stuff.

    Imagine you’re in a Teams meeting with several colleagues discussing a new project. As the discussion unfolds, Microsoft 365 Copilot is there in real time, summarizing key points and suggesting action items. Suppose you attend the meeting late due to a prior engagement. Microsoft 365 Copilot can provide a summary of what you’ve missed, allowing you to catch up quickly and participate effectively. As the meeting draws to a close, Microsoft 365 Copilot helps wrap up by providing a summary of the key points discussed and identifying the next steps, including tasks assigned to specific people.

    Microsoft 365 Copilot is also a powerful tool for task and project management. It assists you in managing your tasks by setting reminders for important deadlines, keeping track of your to-do list, and suggesting the most efficient order to complete your tasks. 

    Additionally, it aids in project management by providing realistic, AI-generated task plan recommendations, which can expedite the project creation process and ensure the timely completion of tasks.

    There are some amazing examples and innovative ways to utilize Microsoft 365 Copilot out there. Whether you’re drafting a report, crunching numbers, or brainstorming for your next big project, think of Microsoft 365 Copilot as your work assistant, always prepared to help, inspire, and simplify your workday.

    Dynamics 365 Copilot

    Dynamics 365 Copilot provides interactive, AI-powered assistance across business functions. It acts as a powerful personal assistant right within your Dynamics 365 apps, much like Microsoft 365 Copilot does within the Microsoft 365 apps. It is designed for professionals in sales, service, marketing, operations, and supply chain management, empowering individuals to focus more on the most rewarding aspects of their work and less time on mundane tasks.

    Imagine you’re a sales representative and you’ve just finished a productive meeting with a potential client. You have a lot of follow-up tasks to do, such as sending a personalized thank you email, updating the opportunity record with the latest discussion points, and scheduling a follow-up meeting. Normally, this would take a considerable amount of time, but with Dynamics 365 Copilot, you can handle all these tasks effortlessly. “AI helps write email responses to customers and can even create an email summary of a Teams meeting in Outlook. The meeting summary pulls in details from the seller’s CRM such as product and pricing information, as well as insights from the recorded Teams call” (Charles Lamanna (2023), Microsoft, Introducing Microsoft Dynamics 365 Copilot, the world’s first copilot in both CRM and ERP, that brings next-generation AI to every line of business, https://blogs.microsoft.com/blog/2023/03/06/introducing-microsoft-dynamics-365-copilot/). Lastly, you can instruct Copilot to find a suitable time for the next meeting based on your calendar availability and send a meeting request to the client, all done through natural language commands.

    It’s not just about sales. Dynamics 365 Copilot extends its capabilities across a variety of business functions. In customer service, it drafts contextual answers to queries, providing agents with AI-powered expertise. For finance teams, it streamlines tedious accounting tasks. And in marketing, it helps create compelling content that resonates with the audience. Dynamics 365 Copilot, when integrated within Microsoft Supply Chain Center, can proactively monitor external factors such as weather and financial trends that could disrupt supply chains. It uses predictive insights to identify and alert on affected orders, and can draft emails to notify partners, enabling swift action to mitigate potential issues before they arise.

    Copilot in Power Platform

    Copilot in Power Platform is a suite of AI-powered tools that help you create apps, automate workflows, and analyze data, all with the ease of conversational language. It’s like having a tech-savvy friend who can translate your ideas into reality, without you needing to know the nitty-gritty of coding. “Now, if you can imagine your solution, you can simply describe it in everyday language, and copilot can create it for you via an intuitive and intelligent low code experience” (Charles Lamanna (2023), Microsoft, Power Platform is leading a new era of AI-generated low-code app development, https://www.microsoft.com/en-us/power-platform/blog/2023/03/16/power-platform-is-leading-a-new-era-of-ai-generated-low-code-app-development/).

    Let’s say you run a small bakery, and you want to keep track of your daily sales, inventory, and customer feedback. You describe your needs to Copilot, and just like that, it whips up an app tailored for your bakery. This app not only logs sales and tracks inventory but also gathers customer sentiments through a friendly chatbot.

    So, whether you’re a seasoned developer or a business owner with no coding experience, Copilot in Power Platform is your ally, turning your ideas into digital solutions. It’s not just about building apps; it’s about empowering you to create, innovate, and solve problems in a way that liberates you from technical constraints such as coding.

    GitHub Copilot

    GitHub Copilot can be perceived as an AI-based coding assistant, a companion that helps you write better code by suggesting entire lines or blocks of code as you type, guiding you through the syntax and semantics, much like a seasoned navigator guiding a ship through uncharted waters.

    Imagine you’re working on a project, and you need to write a function to calculate the Fibonacci sequence, a series of numbers where each number is the sum of the two preceding ones. Instead of spending time trying to remember how to write this function from scratch, you turn to GitHub Copilot. GitHub Copilot, understanding your intent, suggests a complete function that does exactly that. It’s like having a knowledgeable coding partner who not only understands what you want to do but also helps you do it faster.

    Now, you might be wondering how GitHub Copilot compares to Copilot in Power Platform, as they both offer AI-based coding assistance. GitHub Copilot and Copilot in Power Platform serve different purposes and operate within distinct environments, catering to different user needs. 

    GitHub Copilot is an AI pair programmer that helps you write code faster, drawing context from comments and code to suggest individual lines or whole functions instantly. While GitHub Copilot is focused on assisting with coding tasks, Copilot in Power Platform is about enabling users to build apps and workflows without requiring coding skills, or with minimal coding involved. Both tools leverage AI to simplify and expedite their respective tasks, but they cater to different aspects of the software development and app creation processes. GitHub Copilot is for writing code, and Copilot in Power Platform is for building no-code/low-code solutions.

    In conclusion, the Microsoft Copilot family demonstrates how AI-driven solutions can enhance productivity across various platforms and services. From Microsoft 365 Copilot and Dynamics 365 Copilot to Copilot in Power Platform and GitHub Copilot, each member brings distinct capabilities to streamline workflows and improve efficiency. In the next section, let’s turn our attention to Security Copilot, the digital security assistant leveraging AI to defend against cyber threats and enabling a rapid response.

    Discovering Microsoft Security Copilot

    In today’s dynamic cybersecurity landscape, a security specialist needs to be highly skilled and knowledgeable across a wide range of areas. For instance, in incident response, the responder must be well versed in various attack techniques to effectively analyze vast amounts of data and logs to uncover subtle indicators of attack. The responder needs to be skilled in scripting languages, including PowerShell, Visual Basic Script, and JavaScript, and even embedded macros, as these tools are frequently leveraged by cyber adversaries. A good understanding of operating systems is crucial too, as the responder must be able to quickly recognize anomalies. For instance, while lsass.exe is a normal Windows system process for managing and verifying user logins and security credentials, having multiple instances running could signal a potential threat. The responder must also be skilled at identifying malicious exploitation of Windows net commands, along with commonly abused tools such as scheduled tasks, PowerShell, or PsExec (https://learn.microsoft.com/en-us/sysinternals/downloads/psexec). Proficiency in registry keys is vital for detecting malicious code hiding in a registry key. This is merely the tip of the iceberg. From phishing scams to network breaches, and fileless attacks to driverless attacks, the breadth of knowledge required is staggering. No single person can master it all.

    This is where Security Copilot steps in, to empower and assist security professionals. As an example, Security Copilot can analyze complex commands and scripts, summarize their actions, and provide clear explanations. This capability enables security teams to understand the script functionality without the need for manual reverse engineering. This ability to quickly grasp malicious scripts or commands allows the security teams to react promptly, make informed decisions, and minimize the damage. This capability is particularly beneficial since there are often very few people in the security teams who can quickly reverse engineer complex scripts, especially scripts that are obfuscated or encoded.

    In addition to analyzing scripts, Security Copilot can also examine files. During an investigation, security analysts must sift through numerous files, particularly executable and less common ones, to pinpoint any malicious files. Leveraging Security Copilot significantly reduces investigation time and the risk of overlooking malicious files.

    On top of this, Security Copilot has extensive knowledge about a wide array of attacks. This includes information about established and emerging attack methods, tactics, techniques, and procedures used by threat actors, Indicators of Compromise (IOCs), exploited vulnerabilities, and contextual threat intelligence data from Microsoft Defender Threat Intelligence. Given the complexity and diversity of attack techniques, responders often face challenges in acquiring the depth of knowledge necessary to effectively identify all indicators of attack. Security Copilot can help support security professionals by providing extensive attack expertise.

    As illustrated in the following screenshot, security analysts can turn to Security Copilot to uncover ways attackers might move laterally across an organization. The question posed to Security Copilot and its response are highlighted in the screenshot:

    [image: A screenshot of a computer error message  Description automatically generated]
    Figure 1.6 – Interacting with Security Copilot

    
      Note

      Keep in mind, Security Copilot is an AI solution that is always learning and improving. The responses you receive for the same prompt may differ from those shown here.

    

    Alternatively, responders can request that Security Copilot analyze device events and look for anomalies. For instance, the following example illustrates Security Copilot’s ability to detect encoded PowerShell commands on a device. The following screenshot displays the question submitted to Security Copilot along with the initial part of its response:

    [image: A screenshot of a computer  Description automatically generated]
    Figure 1.7 – Security Copilot examines device events

    The following screenshot presents the remainder of Security Copilot’s response, including its findings and additional comments. Security Copilot notes: The command lines are Base64 encoded and are part of a PowerShell command. This is a common technique used by attackers to obfuscate their actions and evade detection. It’s recommended to further investigate these events for potential security threats.

    [image: A screenshot of a computer  Description automatically generated]
    Figure 1.8 – Security Copilot detects an encoded command line

    As an AI assistant, Security Copilot excels across many different areas. Its abilities in security incident investigation are only a small part of what it can do. This book provides an in-depth tour of its comprehensive features, enabling you to fully utilize Microsoft Security Copilot and enhance your cybersecurity measures with sophisticated AI tools. Through practical case studies, you’ll learn how to deploy advanced AI solutions for tackling security challenges and elevating your cyber defense tactics.

    Summary

    This chapter explored the evolution of AI, tracing its development from early machine learning techniques to the advanced field of generative AI. Key concepts such as deep learning, neural networks, and LLMs were introduced, highlighting how these advancements have transformed AI capabilities. It also showcased the integration of AI into various Microsoft solutions to drive the development of innovation and practical applications. Additionally, this chapter introduced Security Copilot, setting the stage for a more detailed exploration of its role and features in the following chapters.

    Additionally, this chapter aimed to demystify AI by revealing the core concepts and underlying mechanisms that make it work. By gaining a clearer understanding of how AI operates behind the scenes, you recognize that AI is not a magical black box, but technologies grounded in clear, logical processes. This insight will enhance your confidence in using tools such as Microsoft Security Copilot, enabling you to apply your AI knowledge to use these tools more effectively.

    In the next chapter, we will dive into the specifics of Security Copilot, demonstrating how it enhances security across various Microsoft platforms. Building on the foundational AI principles covered in this chapter, you’ll gain a deeper understanding of AI’s role in cybersecurity.

    Further reading

    
      	Microsoft, What is deep learning? – https://azure.microsoft.com/en-us/resources/cloud-computing-dictionary/what-is-deep-learning.

      	Oceane Duboust (2023) Euronews, Scientists discover the first new antibiotics in over 60 years using AI – https://www.euronews.com/health/2023/12/31/scientists-discover-the-first-new-antibiotics-in-over-60-years-using-ai.

      	Charles Lamanna (2023), Microsoft, Introducing Microsoft Dynamics 365 Copilot, the world’s first copilot in both CRM and ERP, that brings next-generation AI to every line of business – https://blogs.microsoft.com/blog/2023/03/06/introducing-microsoft-dynamics-365-copilot/.

      	Charles Lamanna (2023), Microsoft, Power Platform is leading a new era of AI-generated low-code app development – https://www.microsoft.com/en-us/power-platform/blog/2023/03/16/power-platform-is-leading-a-new-era-of-ai-generated-low-code-app-development/.

      	PsExec – https://learn.microsoft.com/en-us/sysinternals/downloads/psexec.
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    Unveiling Security Copilot through Its Embedded Experience

    This chapter formally introduces you to Security Copilot. You will witness it in action, uncover its powerful capabilities, and learn how it enhances your security operations. Throughout this chapter, you’ll gain a solid understanding of Security Copilot’s core features within its embedded experience, along with an introduction to its standalone experience. This will set the stage for a more in-depth exploration of its advanced functionalities in the upcoming chapters. Get ready to see how this smart assistant can transform your security operations and support your team’s success.

    In this chapter, as we delve into Security Copilot, we will cover the following key topics:

    
      	Security Copilot – your ultimate security assistant

      	Leveraging Security Copilot in Microsoft Defender

      	Integrating Security Copilot with Microsoft Entra

      	Exploring Security Copilot within Microsoft Purview

      	Enhancing security with Microsoft Defender for Cloud

      	Utilizing Security Copilot in Microsoft Intune

      	From the embedded experience to the standalone experience

    

    
      Want to try out the prompts, custom plugins, and promptbooks featured in this book? Take a look at the book’s GitHub repository at https://github.com/PacktPublishing/Microsoft-Copilot-for-Security.

    

    Security Copilot – your ultimate security assistant

    Security Copilot serves as a remarkably handy, resourceful, and intelligent assistant for security professionals. Whether you’re seeking insights into the tactics and tools used by threat actors, trying to identify attacks, investigating incidents, or looking for actionable recommendations, Security Copilot can provide guidance and information that are insightful, clear, and easy to understand.

    Security Copilot plays a key role in investigating security incidents, analyzing suspicious files or scripts, assessing risky users, and proactively hunting for threats. Once the investigation is complete, it generates detailed reports to document the findings!

    Security Copilot is also highly effective at gathering threat intelligence, identifying anomalies, and pinpointing attack surfaces. Additionally, it supports insider risk management, aids in eDiscovery, provides device details, assists device troubleshooting, helps with managing device policies and settings, and so much more.

    Some of Security Copilot’s capabilities are built right into Microsoft security solutions. This is known as the embedded experience. It acts like a smart assistant within the Microsoft solutions, providing real-time and context-specific insights, supporting security teams along the way without disrupting the workflow.

    You can pivot from Security Copilot’s embedded experience to the dedicated portal of Security Copilot, which offers a robust and comprehensive set of resources for in-depth analysis and security management. This is referred to as the standalone experience. It acts as a single pane of glass where you can access capabilities and features from all available solutions, including threat intelligence feeds, Microsoft security solutions, and third-party tools. It offers extensive data and insights for thorough analysis across a broad spectrum of information, with all features from the embedded experience also accessible within the standalone portal.

    Whether it’s the embedded or the standalone experience, Security Copilot acts as your royal assistant, guiding and supporting you at every step. To better understand what Security Copilot is and what it offers, let’s start by exploring its core capabilities in the embedded experience. This will provide a solid overview of Security Copilot before we dive into its more advanced aspects.

    Leveraging Security Copilot in Microsoft Defender XDR

    Microsoft Defender XDR is an enterprise defense suite designed to offer integrated protection against advanced threats. It unifies detection, prevention, investigation, and response across endpoints, identities, emails, and applications to effectively safeguard against complex attacks. Think of it as a highly advanced, digital security guard that not only looks for potential threats but also takes action to stop them and helps recover any affected areas.

    Security Copilot is seamlessly integrated into Microsoft Defender XDR to enhance security operations and incident response. Embedded directly in the Microsoft Defender XDR portal, Security Copilot leverages the power of AI to assist security teams to do the following:

    
      	Summarize incidents: Compile details from all related alerts and analyst notes into a clear and concise incident summary. This allows a quick understanding of the scope and impact of security incidents, bringing the analyst up to speed with all pertinent information.

      	Use guided responses: Guide the analyst through the recommended investigation and remediation actions based on the incident details.

      	Analyze scripts, codes, and registry keys: Break down complex scripts, command lines, and registry keys, offering a clear and straightforward explanation that is easy to understand.

      	Analyze files: Examine files for malicious content or suspicious behavior.

      	Generate KQL queries: Create advanced queries to hunt for threats across the network.

      	Summarize device information: Get an overview of a device’s security posture and any unusual activities.

      	Summarize identities: Get contextual insights into a user in the organization, including security concerns and potential anomalies.

      	Create incident reports: Document findings and actions taken during an investigation.

    

    Let’s explore the features that Security Copilot adds to Microsoft Defender XDR. The following sections are designed to offer an understanding of how these functions enhance security operations and improve incident management efficiency.

    Incident summary

    As soon as you start examining a security incident in the Microsoft Defender XDR portal, Security Copilot is already present, seamlessly integrated, and ready to assist. It automatically generates a summary of the incident, providing a clear overview of the attack. The incident summary lays out the attack timeline, illustrates the stages of the attack, and highlights key details, all of which help you to quickly grasp the extent and progression of the attack that unfolded.

    In the case of a particularly serious incident with many alerts involved, the incident summary generated by Security Copilot helps you understand the entire extent and nature of the attack, despite the complexity and volume of the alerts. For instance, as shown in the next screen capture, the incident involves 34 correlated alerts, affects 8 different assets, and includes over 50 suspicious entities. Security Copilot appears alongside the main incident page. It offers a concise summary that helps the security analyst quickly understand the full impact of the attack. Key events are clearly highlighted, helping to bring analysts up to speed with all relevant details:
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    Figure 2.1 – Incident summary
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    In the full incident summary report shown next, you can see that the Security Copilot incident summary includes a high-level view of the attack, outlining its nature as a human-operated ransomware attack, and its severity. It details the start and end times of the attack and the sequence of significant activities, broken down by the stages of the attack. Each stage is associated with specific timestamps and affected assets, showing how the attack progressed over time.

    
      Incident summary

      The high severity incident “Human-operated ransomware attack was launched from a compromised asset (attack disruption)” occurred between 2024-08-30 02:52:12 UTC and 2024-08-30 17:13:18 UTC. It was tagged as Attack Disruption, Lateral Movement, and Ransomware. This incident impacted users ‘jonaw’ and ‘lynner’ and devices ‘vnevado-win10r’, ‘vnevado-win10v’, ‘vnevado-win10s’, and ‘vnevado-jump’.

      The incident began at 2024-08-30 02:52:12 UTC with potential human-operated malicious activity on ‘vnevado-win10r’ (Windows 10). At 2024-08-30 07:03:47 UTC, ‘Orchestrator.ps1’ was created on ‘vnevado-win10v’ (Windows 10) by ‘SYSTEM’. Shortly after, at 2024-08-30 07:08:46 UTC, a suspicious RDP session was detected on ‘vnevado-win10v’, involving ‘mimikatz.exe’, ‘powershell.exe’, and IP 10.0.0.132.

    

    
      	DefenseEvasion: At 2024-08-30 07:10:19 UTC, ‘lynner’ attempted to authenticate against ‘VNEVADO-DC’ from ‘vnevado-win10v’, indicating a suspected overpass-the-hash attack.

      	Execution: At 2024-08-30 07:10:34 UTC, a suspicious PowerShell command line was executed on ‘vnevado-win10v’, followed by the creation of ‘mimidrv.sys’, ‘mimikatz.exe’, ‘mimilib.dll’, ‘mimilove.exe’, and ‘mimispool.dll’ by ‘powershell.exe’.

      	CredentialAccess: At 2024-08-30 07:10:39 UTC, ‘mimikatz.exe’ accessed ‘lsass.exe’ on ‘vnevado-win10v’, and Defender detected ‘HackTool:Win32/Mimikatz!pz’. At 2024-08-30 07:11:42 UTC, ‘mimikatz.exe’ modified the LSASS process memory. At 2024-08-30 07:14:46 UTC, Defender terminated and quarantined ‘mimikatz.exe’.

      	LateralMovement: At 2024-08-30 07:24:37 UTC, possible lateral movement was detected involving IP 10.60.0.63 on ‘vnevado-jump’ (Windows Server 2016). At 2024-08-30 07:48:23 UTC, suspicious remote activity was detected on ‘vnevado-win10s’ (Windows 10) involving ‘vssadmin.exe’ and ‘net.exe’. At 2024-08-30 07:49:07 UTC, possible ransomware activity was detected on ‘vnevado-win10r’, involving ‘unsmoking.txt.lockbit’ and IP 10.60.0.63.

      	CredentialAccess: At 2024-08-30 07:49:20 UTC, there was a possible attempt to access the Primary Refresh Token (PRT) on ‘vnevado-win10s’ and ‘vnevado-win10r’ using ‘BrowserCore.exe’ and ‘powershell.exe’.

      	LateralMovement: At 2024-08-30 07:51:07 UTC, a hands-on-keyboard attack involving multiple devices was detected, impacting ‘vnevado-win10r’. At 2024-08-30 07:56:11 UTC, lateral movement using SMB remote file access was blocked on ‘vnevado-win10s’.

    

    Guided responses

    After the incident summary, Security Copilot offers tailored guidance for responding to the incident through its guided responses feature: “Copilot in Defender uses AI and machine learning capabilities to contextualize an incident and learn from previous investigations to generate appropriate response actions” (Microsoft, Triage and investigate incidents with guided responses from Microsoft Copilot in Microsoft Defender, https://learn.microsoft.com/en-us/defender-xdr/security-copilot-m365d-guided-response). The guided responses capability empowers security teams to apply response actions with confidence and speed, reducing the time and effort needed to resolve incidents.

    Guided responses offer recommendations across four response categories: Triage, Containment, Investigation, and Remediation.

    The Triage category within the guided responses feature offers recommendations on the appropriate incident classification. As illustrated in the next screenshot, Security Copilot suggests classifying an incident as a true positive because it recognizes that the organization has previously categorized similar incidents in this manner. To provide further clarity on this recommendation, Security Copilot also lets you view similar incidents:
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    Figure 2.2 – Triage within the guided responses

    The Containment category within guided responses provides recommended actions to limit the damage caused by the compromise, preventing the attack from affecting other systems, networks, or data within the organization. For example, as shown in the following screenshot, Security Copilot suggests isolating devices from the network as part of the containment strategy. Again, it provides a rationale and explanation for this recommendation:
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    Figure 2.3 – Containment within the guided responses

    The Investigation category within guided responses provides suggested actions for gathering more insights and conducting further investigations. As shown next, Security Copilot advises reaching out to the user to confirm their activity as the next step in the incident investigation. 

    It also prepares a message to send to the user that includes detailed information from the incident to provide additional context:
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    Figure 2.4 – Containment within the guided responses

    The Remediation category in the guided responses feature suggests response actions to address or resolve threats identified during the incident. Security Copilot can recommend resetting the user password to prevent the attacker from accessing the compromised account. This step is crucial in halting further damage or data exfiltration. Security Copilot can also advise disabling the user account, as seen in the next screenshot. Disabling a compromised account prevents both the user and any attacker using that account from accessing systems and data. This immediate action is vital for containing the incident and stopping any ongoing malicious activities:

    [image: A screenshot of a message  Description automatically generated]
    Figure 2.5 – Remediation within the guided responses

    The guided responses feature of Security Copilot assists the security team throughout the incident investigation cycle, enhancing their efficiency and effectiveness. However, it’s important to note that recommendations provided as a part of guided responses are not meant to be inclusive of all the possible steps an analyst should take. They’re meant to serve as a starting point. Besides, guided responses, Security Copilot offers more advanced capabilities to support investigative efforts. Let’s continue exploring in the next few sections.

    Scripts, command lines, and registry keys analysis

    The script analysis feature in Security Copilot allows for the examination of scripts, command lines, and registry keys. This capability enables security teams to thoroughly examine and comprehend complex scripts, malicious command lines, and more, that are frequently employed in sophisticated cyber-attacks.

    During an investigation, an incident responder often relies on Defender for Endpoint’s Timeline feature to review events that occurred on a device. Defender for Endpoint is one of the security solutions within Microsoft Defender XDR. It enables the responder to examine process activities to identify the malicious execution of files. Along with process events, Defender for Endpoint also records the associated process command-line information. This often provides crucial context for determining whether the process is being used for malicious purposes. For instance, while PowerShell is utilized by IT teams, security professionals, and attackers alike, simply discovering its execution is not sufficient to determine whether it is used for malicious purposes. Instead, an examination of the PowerShell command line helps to recognize its intent and identify potentially harmful actions.

    Understanding PowerShell commands requires a solid grasp of PowerShell and considerable experience. In this context, Security Copilot becomes an invaluable tool. It examines the PowerShell command line, providing a simple and direct explanation of the PowerShell commands in question. This feature aids security analysts in promptly determining whether the PowerShell execution is being employed for malicious activities.

    What’s even more impressive is that Security Copilot can analyze obfuscated or encoded scripts and command lines. This capability greatly helps security analysts by saving them the time and effort needed to decode such complex commands. De-obfuscation and decoding demand specialized skills that are often scarce within security teams.

    As shown in the next screenshot, the PowerShell command line is lengthy and appears to be encoded. Security Copilot translates and summarizes this complex command line into a clear, easily understandable description:

    [image: A screenshot of a computer  Description automatically generated]
    Figure 2.6 – Encoded command-line analysis

    Here is a complete copy of the analysis from Security Copilot. You can see that it breaks down the encoded PowerShell commands and makes them easier to understand. This detailed explanation uncovers the intent behind the script, which helps security analysts quickly grasp its purpose:

    
      The provided PowerShell script performs several actions to create a new executable file named ‘WinATP-Intro-Backdoor.exe' on the desktop from a base64 string. The script then creates a new scheduled task named ‘Troj’ that will execute this file once at a time two minutes before the current time. The task is configured to run even if the system is on batteries and not to stop if the system switches to running on batteries. Finally, the script runs the scheduled task. This script is likely used for malicious purposes, as it creates and executes a file without user interaction and tries to ensure that the task will run under various conditions.

      The script starts by creating a base64 string which is a combination of a prefix and a suffix. This base64 string is then converted into a byte array.

    

    
      	The script then defines a filename and a path on the desktop for the file.

      	The byte array is written to the file path, effectively creating a new file on the desktop.

      	The script then creates a new scheduled task named ‘Troj’ that will execute the newly created file. The task is set to run once at a time two minutes before the current time.

      	The script modifies the settings of the scheduled task to allow it to start even if the system is running on batteries and not to stop if the system switches to running on batteries.

      	Finally, the script runs the scheduled task.

    

    The Script analysis feature in Security Copilot is available for any process with a command line in Defender for Endpoint. This feature greatly assists security analysts while they review process execution events during an investigation. As analysts are sifting through a large number of device events, they can ask Security Copilot to quickly analyze the command line of a process, review the analysis summary, understand its purpose, and then decide whether the process appears suspicious or not.

    As another example, in the next screenshot, there is a device event where svchost.exe created the process gpupdate.exe. The command line for svchost.exe reads: svchost.exe -k netsvcs -p -s Schedule. To quickly understand the function of this command, the responder can click the Analyze button in the Command line section of the process, allowing Security Copilot to generate a summary of the command:

    [image: A screenshot of a computer  Description automatically generated]
    Figure 2.7 – Command line analysis with Security Copilot

    For your reference, here is the Security Copilot analysis copied from the previous screenshot:

    The provided command is used to start the ‘svchost.exe’ process with the ‘netsvcs’ service group, in its own process (‘-p’), and specifically for the ‘Schedule’ service (‘-s Schedule’). The ‘svchost.exe’ is a system process that hosts multiple Windows services in the operating system. The ‘Schedule’ service is responsible for the task scheduler which enables a user to configure and schedule automated tasks on the computer.

    
      	The script is executing the ‘svchost.exe’ process with specific parameters.

    

    svchost.exe is a Windows system process that manages multiple Windows services. Since it handles many crucial background tasks, it’s often targeted by malware. Attackers might exploit or disguise their malicious software within this process to avoid detection. In these situations, having Security Copilot quickly analyze its behavior can be very helpful for security analysts.

    Optionally, the Script analysis feature also highlights the MITRE ATT&CK techniques identified within the script, helping analysts to quickly understand the adversarial tactics being used and assess the potential impact of malicious activities.

    In addition to analyzing scripts and command lines, Security Copilot can also examine registry keys and their values, as seen in the next screenshot:
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    Figure 2.8 – Registry key analysis

    Registry keys are another area commonly exploited by attackers. Threat actors may create or modify registry keys to ensure their malware survives reboots. For example, they might add entries to the Run or RunOnce registry keys to launch malicious programs automatically when the device starts. 

    By altering registry keys, attackers can change system settings or permissions to gain higher privileges. For example, they might modify registry values related to user permissions to escalate their access level. Malicious actors can hide their activities by altering registry keys that control system visibility and notifications. For instance, they might disable security alerts or hide the presence of malicious files and processes from the user.

    It’s challenging to be familiar with every registry key to quickly and accurately detect malicious usage. Security Copilot, as your assistant, provides analysis on registry keys that allows for a more thorough and rapid inspection of the behaviors and configurations that could be indicative of security threats or breaches.

    In the case when the registry key is used for malicious purposes, Security Copilot not only explains its function and behavior but also warns that this registry location is a common location used by malware for persistence. The next screen capture depicts the analysis of a suspicious registry key event:

     [image: A screenshot of a computer  Description automatically generated]
    Figure 2.9 – Registry key analysis

    File analysis

    The incident summary generated by Security Copilot provides a foundation for understanding the scope of an incident. The guided responses feature within Security Copilot then offers actionable steps to triage, contain, investigate, and remediate incidents. On top of this, Security Copilot presents script analysis options to support further in-depth investigative efforts. Furthermore, once suspicious files are identified, Security Copilot helps security teams quickly evaluate and analyze them with its file analysis feature.

    The file analysis feature lets the security analyst pick a file in Microsoft Defender and have Security Copilot examine and analyze it. A detailed report is then generated. This analysis report provides an overview of the file, including any detection names if it is flagged as malicious. The report typically includes essential details such as certificates and signers, as well as a summary of the file’s contents that contributed to its evaluation. It often highlights strings within the file, lists the API calls it makes, and provides information on relevant certificates. This thorough analysis equips the security analyst with the necessary insights to effectively evaluate the file’s impact and intent, making it easier to determine whether the file poses a threat. This is particularly useful for tracking and resolving attacks that use malicious files to mimic legitimate or system files to evade detection.

    For example, Microsoft Defender reports a file named mimikatz.exe as malware. The security analyst needs to validate Microsoft Defender’s verdict and ensure that the file is indeed malicious. Rather than spending excessive time manually analyzing the file, the analyst can turn to Security Copilot to quickly and thoroughly evaluate the file. As shown in the next screen capture, you can request Security Copilot to generate a detailed analysis report for the mimikatz.exe file:

     [image: A screenshot of a computer  Description automatically generated]
    Figure 2.10 – File analysis

    The report from Security Copilot indicates that the file is detected as malicious by 63 out of 74 engines in VirusTotal, including Microsoft’s, and is flagged as HackTool:Win32/Mimikatz!pz. The file has a valid certificate from Open Source Developer but importing functions with potential security risks, such as unauthorized data access and privilege escalation. You can view part of the analysis report here as a reference:

    
      Overview

      The file has been detected as malicious by 63 out of 74 engines in the VirusTotal static scan, including by the Microsoft engine as HackTool:Win32/Mimikatz!pz. The digital certificate is valid and signed by Open Source Developer, Benjamin Delpy, with a thumbprint of 30258528ee8476dc9b68486668959cff820e8e3b. The malware determination confirms the file as malware. The PE metadata reveals an image size of 1351680 and the company name as gentilkiwi (Benjamin DELPY).

      API calls

      The file under scrutiny imports several functions from DLLs, some of which have potential security implications.

      The file imports ‘CDLocateCSystem’ from ‘cryptdll.dll’, typically used to locate cryptographic systems. Misuse could lead to unauthorized data access or cryptographic system manipulation.

      ‘BuildSecurityDescriptorW’ from ‘advapi32.dll’ is also imported. This function builds a security descriptor, a data structure with security information for a securable object. Misuse could lead to privilege escalation or unauthorized access.

      The file imports ‘SCardGetAttrib’ from ‘winscard.dll’, used to retrieve current reader attributes. Misuse could lead to unauthorized smart card data access.

      ‘I_NetServerTrustPasswordsGet’ from ‘netapi32.dll’ is also imported. This function retrieves server trust passwords, which could be exploited for unauthorized network resource access.

      Lastly, the file imports ‘CryptImportKey’ from ‘advapi32.dll’, used to import cryptographic keys. Misuse could lead to unauthorized encrypted data access.

      These functions could lead to security risks such as unauthorized data access, privilege escalation, or security mechanism bypassing. Further investigation is recommended to assess potential security implications.

    

    Based on this report, the security analyst can likely determine that the file is indeed malicious.

    From this demonstrated example, you can see that the file analysis feature in Security Copilot enables security teams to quickly conduct in-depth examinations of potentially malicious files. This capability empowers analysts from all levels to complete their investigation with a shorter turnaround time, significantly boosting efficiency, particularly when time is critical in addressing security incidents.

    Whether the file is seen in the Defender for Endpoint timeline, accessed through its file page, or flagged as suspicious in an incident, the security analyst can request Security Copilot to analyze the file and generate a detailed report.

    Device summary

    Once a security analyst identifies something suspicious about a device, they can request Security Copilot to generate a device summary. This summary provides details on the device’s security posture, vulnerable software, and any unusual behaviors. With this information, the analyst can quickly evaluate the device’s risk level and understand potential threats from vulnerabilities, misconfigurations, or other anomalies. 

    Additionally, the device summary may offer extra context that supports incident investigation, enabling security teams to act promptly to address potential threats and decide on appropriate response actions.

    When you navigate to the device page in Microsoft Defender, Security Copilot automatically generates the Device summary information and displays it in the Copilot side pane on the right:

    [image: ]
    Figure 2.11 – Device summary

    For instance, from the detailed device summary shown next, Security Copilot points out a couple of concerns: key settings, such as Tamper Protection, Real-Time Protection, Cloud Protection, and Microsoft Defender Firewall, are all disabled, leaving the system vulnerable to malware and network attacks. Additionally, the device has high-severity vulnerabilities in Firefox and OpenSSL, increasing the risk of exploitation:

    
      Device Name: vnevado-win10e.[image: ]

      Owner: Johanna Lorenz ([image: ]@[image: ])

      Device Model: Virtual Machine

      Exposure Level: Medium

      Compliance State: Noncomplian

      Asset Value: Not specified

      
        	Tamper Protection: Off - Malicious apps can change important Microsoft Defender settings.

        	Real-Time Protection (RTP): Off - Important antivirus functionalities are disabled.

        	Cloud Protection: Off - Increased risk of new and emerging threats.

        	PUA Protection: Non-blocking - Vulnerable to unwanted applications with potentially malicious behavior.

        	Secure Microsoft Defender Firewall Domain Profile: Off - Easier for attackers to exploit network service weaknesses.

        	Disable Microsoft Defender Firewall notifications (Domain profile): Off

        	Disable Microsoft Defender Firewall notifications (Private profile): Off

        	Disable merging of local Microsoft Defender Firewall connection rules (Public profile): Off

        	Attack Surface Reduction (ASR): Off - Increased risk from common attack techniques and malicious software.

      

      Vulnerable software

      
        	Firefox 128.0.0.0: High severity
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