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Für unsere Väter







Einleitung





»Data Science im Unternehmen« ist für verschiedene Lesergruppen geeignet:


	
Führungskräfte und Projektmanager, die mit Data Scientists zusammenarbeiten, Data-Science-orientierte Projekte managen oder in solche Projekte investieren



	
Entwickler, die Data-Science-Lösungen implementieren



	
angehende Data Scientists





Dies ist weder ein Buch über Algorithmen​, noch ist es ein Ersatz für ein solches Buch. Wir vermeiden ganz bewusst einen Ansatz, der sich auf Algorithmen konzentriert, denn wir sind der Meinung, dass es nur einiger weniger grundlegender Konzepte oder Prinzipien bedarf, um aus Daten nützliche Erkenntnisse zu gewinnen. Diese Konzepte dienen als Grundlage vieler wohlbekannter Data-Mining-Algorithmen​. Sie bilden das Fundament, auf dem die Analyse datenzentrierter, unternehmensrelevanter Probleme, das Erstellen und Bewerten von Data-Science-Lösungen und die Beurteilung allgemeiner Strategien und Lösungsansätze der Data Science beruhen. Dementsprechend orientiert sich die Darstellung an diesen allgemeinen Prinzipien, nicht an bestimmten Algorithmen. Wenn es erforderlich ist, Verfahrensvorschriften detailliert zu beschreiben, verwenden wir statt einer Liste ausführlicher algorithmischer Schritte eine Kombination aus Text und Diagrammen, die unserer Ansicht nach leichter zugänglich ist.

Das Buch setzt keine besonderen mathematischen Kenntnisse voraus. Der Inhalt ist jedoch naturgemäß etwas technisch – Ziel ist es, ein echtes Verständnis von Data Science zu vermitteln, nicht nur einen generellen Überblick zu geben. Wir haben versucht, die Mathematik auf ein Minimum zu beschränken und die Darstellung so »konzeptionell« wie möglich zu gestalten.

Den Aussagen von Branchenkollegen zufolge ist das Buch von unschätzbarem Wert, um eine gute Verständigung zwischen den Managern eines Unternehmens, den Mitarbeitern in Technik/Entwicklung und den Data-Science-Teams zu erzielen. Allerdings stammt diese Beobachtung nur von einer kleinen Gruppe, daher sind wir gespannt, als wie allgemeingültig sich diese Beurteilung tatsächlich erweisen wird (siehe Kapitel 5). Unsere Idealvorstellung sieht so aus, dass jeder Data Scientist seinen Teamkollegen im geschäftlichen Bereich und in der Entwicklung dieses Buch gibt und damit gewissermaßen sagt: Wenn wir wirklich erstklassige Data-Science-Lösungen für unternehmensrelevante Probleme entwickeln und implementieren wollen, dann müssen wir zu einem einheitlichen Verständnis dieses Themas gelangen.

Die Kollegen haben uns außerdem mitgeteilt, dass sich das Buch noch in einem ganz unvorhergesehenen Bereich als nützlich erwiesen hat: für die Vorbereitung auf Bewerbungsgespräche​ mit Data Scientists.​ Die Nachfrage nach Data-Science-Experten auf dem Arbeitsmarkt ist hoch und nimmt weiter zu. Aus diesem Grund geben sich immer mehr Stellensuchende als Data Scientists aus. Ein Bewerber für einen solchen Job sollte die Grundlagen der Data Science, die in diesem Buch präsentiert werden, unbedingt beherrschen. (Die Branchenkollegen waren erstaunt, bei wie vielen Kandidaten das nicht der Fall ist. Halb im Scherz, halb im Ernst haben wir sogar erwogen, eine Arbeit mit dem Titel »Anmerkungen zu Bewerbungsgesprächen mit Data Scientists« zu veröffentlichen.)




Unser konzeptioneller Zugang zu Data Science





Wir stellen in diesem Buch die wichtigsten grundlegenden Konzepte der Data Science​ vor. Einige davon dienen als Überschriften für entsprechende Abschnitte, andere ergeben sich bei der Erörterung ganz einfach aus dem Zusammenhang (und sind daher nicht unbedingt als grundlegende Konzepte zu betrachten). Diese Konzepte umfassen die Beschreibung der eigentlichen Aufgabe, den Einsatz von Data Science und die Anwendung der Ergebnisse zur Verbesserung von Entscheidungsfindungen. Sie untermauern außerdem eine Vielzahl anderer geschäftsanalytischer Methoden und Verfahren.

Die Konzepte lassen sich in drei allgemeine Kategorien unterteilen:


	
Konzepte, die zeigen, wie Data Science an die Organisation und die Wettbewerbslandschaft angepasst werden kann, inklusive verschiedener Methoden, Data-Science-Teams aufzubauen, zu strukturieren und zu fördern; wie Data Science zu Wettbewerbsvorteilen führen kann und taktische Konzepte zur praktischen Handhabung von Data-Science-Projekten.



	
Allgemeine Konzepte der Datenanalyse, die dabei helfen, geeignete Daten und angemessene Erfassungsmethoden zu erkennen. Diese Konzepte umfassen den Data-Mining-Prozess sowie eine Reihe verschiedener Aufgaben des High-Level-Data-Minings.



	
Allgemeine Konzepte zur Wissensextraktion aus Daten, die umfangreiche Data-Science-Verfahren und ihre Algorithmen unterstützen.





Eines der fundamentalen Konzepte ist beispielsweise die Erkennung der Ähnlichkeit​ zweier Objekte, die durch Daten beschrieben werden. Diese Fähigkeit bildet die Grundlage für verschiedene spezielle Aufgaben. Sie kann etwa direkt dazu genutzt werden, Kunden zu finden, die einem vorgegebenen Kunden ähnlich sind. Sie bildet den Kern verschiedener Vorhersage-Algorithmen, die einen Zielwert abschätzen, wie z.B. der zu erwartende Ressourcenverbrauch eines Kunden oder die Wahrscheinlichkeit, mit der ein Kunde ein Angebot akzeptiert. Sie bildet außerdem die Grundlage für Clustering-Verfahren, bei denen Objekte anhand gemeinsamer Merkmale gruppiert werden, ohne dabei ein festes Ziel zu verfolgen. Ähnlichkeit ist die Grundlage der Informationsgewinnung, bei der für eine Suchanfrage relevante Dokumente oder Webseiten abgerufen werden. Und schließlich liegt sie auch vielen gängigen Empfehlungs-Algorithmen zugrunde. Ein auf Algorithmen konzentriertes Buch würde all diese Aufgaben womöglich in jeweils eigenen Kapiteln abhandeln, mit unterschiedlichen Bezeichnungen hantieren und die übereinstimmenden Aspekte in den Details von Algorithmen oder mathematischen Sätzen vergraben. In diesem Buch fokussieren wir uns stattdessen auf die vereinheitlichenden Konzepte und stellen bestimmte Aufgaben und Algorithmen als deren natürliche Erscheinungsform vor.

Ein weiteres Beispiel, das bei der Beurteilung der Nützlichkeit eines Musters eine wichtige Rolle spielt, ist der sogenannte Lift, der in der Data Science immer wieder auftritt​ – ein Maß dafür, wie viel verbreiteter ein Muster ist, als man vielleicht erwarten würde. Er dient dazu, völlig verschiedene Muster in unterschiedlichen Kontexten zu beurteilen. Algorithmen für gezielte Werbung werden ausgewertet, indem man den Lift berechnet, den man für die anvisierte Zielgruppe erhält. Der Lift dient zur Beurteilung der Gewichtung von Hinweisen, die für oder gegen eine Schlussfolgerung sprechen. Er gestattet es, zu ermitteln, ob ein gleichzeitiges Auftreten (eine Assoziation)​ von Daten wirklich von Interesse oder einfach nur auf häufiges Vorkommen zurückzuführen ist.

Wir sind der Ansicht, dass die Erklärung von Data Science anhand dieser grundlegenden Konzepte nicht nur hilfreich für den Leser ist, sondern auch die Kommunikation zwischen geschäftlichen Interessengruppen und Data Scientists vereinfacht. Sie stellt eine gemeinsame Sprache bereit und erleichtert es beiden Seiten, einander besser zu verstehen. Die gemeinsamen Konzepte führen zu intensiveren Diskussionen, die wichtige Themen aufdecken, die anderenfalls vielleicht übersehen würden.






Hinweise für Dozenten





Dieses Buch wurde erfolgreich als Lehrbuch für ein breites Spektrum von Data Science-Lehrgängen eingesetzt. Es entstand ursprünglich durch die Entwicklung von Fosters fachübergreifenden Data-Science-Kursen an der Stern School der New York University (NYU) im Herbst 2005. [1] Der Kurs wurde eigentlich für Betriebswirtschaftler und Wirtschaftsinformatiker konzipiert, wurde aber auch von Studenten vieler anderer Fächer besucht. Es ist kaum erwähnenswert, dass dieser Kurs bei Betriebswirtschaftlern und Wirtschaftsinformatikern gut ankam, da er ja eigentlich für sie gedacht war. Wirklich interessant ist, dass auch Studenten, deren Fächer sich mit Machine Learning und anderen technischen Disziplinen befassten, ihn belegten und als sehr wertvoll ansahen. Der Grund dafür scheint zumindest teilweise darin zu liegen, dass in ihren Lehrplänen außer Algorithmen andere fundamentale Prinzipien und weitere diesbezügliche Themen nicht vorhandenen waren.

An der NYU nutzen wir dieses Buch inzwischen für eine Reihe von Kursen, die in irgendeinem Zusammenhang mit Data Science stehen: den ursprünglichen Kursen für Betriebswirtschaftler und Wirtschaftsinformatiker, Grundkursen für Geschäftsanalyse im Grundstudium, den neuen Vorlesungen über Geschäftsanalyse im Hauptstudium und als Einführung für den neuen Studiengang Data Science der NYU. Darüber hinaus wird das Buch von mehr als zwanzig weiteren Universitäten in neun Ländern an Wirtschaftshochschulen, in Informatikkursen und für allgemeine Einführungen in Data Science eingesetzt (das geschah auch schon vor der eigentlichen Veröffentlichung).


Hinweis

Wir führen eine aktuelle Liste der Institute, die das Buch nutzen. Besuchen Sie http://www.data-science-for-biz.com und klicken Sie oben auf Who's using ​it.








Weitere Kenntnisse und Konzepte





Es gibt eine Vielzahl weiterer Konzepte und Kenntnisse, die einem praktisch tätigen Data Scientist neben den grundlegenden Prinzipien der Data Science bekannt sein sollten. Diese werden in den Kapiteln 1 und 2 vorgestellt. Wir empfehlen dem interessierten Leser, auch die englische Website zum Buch (http://www.data-science-for-biz.com) zu besuchen und sich die dortigen Hinweise zu diesen Konzepten und Kenntnissen näher anzusehen. (Dazu gehören z.B. Python-Skripte, Verarbeitung auf der Unix-Kommandozeile, Datendateien, gängige Datenformate, Datenbanken und Datenbankabfragen, Big-Data-Architekturen und Systeme wie MapReduce oder Hadoop, Datenvisualisierung und andere verwandte Themen.) Auf der Website finden Sie außerdem Lehrmaterialien wie Vorlesungsfolien, Themen für mögliche Hausaufgaben, auf dem Buch aufbauende Beispielprojekte, Prüfungsfragen und vieles andere.






Konventionen dieses Buchs





​Neben vereinzelten Fußnoten enthält das Buch verschiedene Kästen. Dabei handelt es sich im Wesentlichen um erweiterte Fußnoten, die Material enthalten, das wir für interessant und erwähnenswert halten, das für eine Fußnote jedoch zu umfangreich und für den Fließtext zu abschweifend ist.


Technische Details – Anmerkung zu mit einem Stern gekennzeichneten Abschnitten

Die gelegentlich erscheinenden mathematischen Details werden in separaten Abschnitten erläutert, die mit einem Stern gekennzeichnet sind. Den Überschriften dieser Abschnitte ist ein * vorangestellt, und sie werden durch einen Kasten wie diesen eingeleitet. Sie enthalten ausführlichere mathematische oder technische Details als der übrige Text, und der einleitende Kasten erläutert den Zweck. Das Buch ist so aufgebaut, dass Sie diese Abschnitte überspringen können, ohne den Faden zu verlieren. An einigen wenigen Stellen verweisen wir den Leser jedoch darauf, dass dort wichtige Details zu finden sind.



Angaben wie (Hinz und Kunz, 2003) sind ein Verweis auf einen Eintrag im Quellenverzeichnis (in diesem Fall auf einen Artikel oder ein Buch von Hinz und Kunz aus dem Jahr 2003). »Hinz und Kunz (2003)« bedeutet dasselbe. Das Quellenverzeichnis für das gesamte Buch finden Sie im Anhang.

Wir versuchen, in diesem Buch mit so wenig Mathematik wie möglich auszukommen, und die vorhandene haben wir weitgehend vereinfacht, ohne dass es zu Missverständnissen kommen kann. Für Leser mit technischen Fachkenntnissen sind einige Anmerkungen bezüglich der von uns vorgenommenen Vereinfachungen angebracht:


	
Wir verzichten auf die Sigma-([image: ]) und Pi-([image: ]) Notation, die in Lehrbüchern üblicherweise für Summen und Produkte benutzt wird. Stattdessen verwenden wir einfache Gleichungen mit Auslassungspunkten wie diese:


[image: ]



In den technischen, mit Sternen gekennzeichneten Abschnitten verwenden wir mitunter die Sigma- und Pi-Notation, wenn Auslassungspunkte einfach zu umständlich wären. Wir gehen davon aus, dass die Leser dieser Abschnitte mit der mathematischen Notation​​ besser vertraut sind und dadurch nicht verwirrt werden.



	
In Statistikbüchern wird sorgfältig zwischen einem Wert und seiner Schätzung unterschieden, indem Variablen, die Abschätzungen sind, mit einem Zirkumflex versehen werden. Die tatsächliche Wahrscheinlichkeit wird typischerweise mit [image: ] und die Abschätzung mit [image: ] gekennzeichnet. Da in diesem Buch fast ausschließlich von Abschätzungen die Rede ist, verzichten wir auf diese Notation, da sie die Gleichungen nur verkomplizieren würde. Sie können davon ausgehen, dass es sich immer um Abschätzungen handelt, sofern wir nicht ausdrücklich auf etwas anderes hinweisen.



	
Wir lassen überflüssige Variablen weg und vereinfachen die Notation, wenn ihre Bedeutung aus dem Kontext heraus klar ist. Wenn wir beispielsweise Klassifizierer mathematisch betrachten, haben wir es technisch gesehen mit Entscheidungsprädikaten und Merkmalsvektoren zu tun. Formal würde das zu einer Gleichung wie dieser führen:


[image: ]



Stattdessen verwenden wir die besser lesbare Gleichung:


[image: ]



Hier ist x ein Vektor und Alter und Saldo sind dessen Komponenten.





Wir haben uns um einheitliche Typografie bemüht und verwenden für Merkmale und Schlüsselwörter nicht-proportionale Schrift. Im Kapitel über Textmining bezieht sich Ausdruck beispielsweise auf ein Wort im Dokument, Ausdruck hingegen bezeichnet das entsprechende Token in den Daten.

Es gelten die folgenden typografischen Konventionen:

Neue Begriffe, Dateinamen und -erweiterungen werden kursiv dargestellt.

Programm-Listings sowie im Fließtext erscheinende Variablen- oder Funktionsnamen, Datenbanken, Datentypen, Umgebungsvariablen, Anweisungen und Schlüsselwörter werden in nicht-proportionaler Schrift gedruckt.

Vom Benutzer einzugebender Text oder kontextabhängige Werte werden in kursiver nicht-proportionaler Schrift gedruckt.

Auf Websites oder an anderen Stellen auswählbare oder anklickbare Bezeichnungen, wie z.B. Menüpunkte oder Schaltflächen, werden in der Schriftart Kapitälchen gedruckt.

Im gesamten Buch finden sich Kästen mit Hinweisen und Warnungen, die womöglich unterschiedlich aussehen, je nachdem, ob sie ein auf Papier gedrucktes Buch, ein PDF oder ein E-Book lesen. Sie haben folgende Bedeutung:


Tipp

So werden Tipps und Vorschläge dargestellt.




Hinweis

Dies ist ein allgemeiner Hinweis.




Vorsicht

Warnungen erscheinen in einem Kasten wie diesem. Sie sind wichtiger als Tipps und Hinweise und werden nur sparsam eingesetzt.








Aus diesem Buch zitieren





Das Buch soll nicht nur eine Einführung in Data Science bieten, sondern auch bei der alltäglichen Arbeit nützlich sein. Die Verwendung von Zitaten oder Beispielen aus diesem Buch unter Angabe der Quelle bedarf keiner besonderen Genehmigung. Üblich sind Nennung von Titel, Autor(en), Verlag, Erscheinungsjahr und ISBN, also beispielweise Data Science im Unternehmen von Foster Provost und Tom Fawcett (mitp-Verlag 2017), ISBN 978-3-95845-546-7.
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Kapitel 1: Einführung: Datenanalytisches Denken





Träume keine kleinen Träume, denn sie haben keine Kraft,

die Herzen der Menschen zu bewegen.

Johann Wolfgang von Goethe

In den vergangenen fünfzehn Jahren haben Industrie und Wirtschaft umfassend in ihre Infrastruktur investiert, um die Möglichkeiten zur Datensammlung​ innerhalb der Unternehmen zu verbessern. Praktisch das gesamte Wirtschaftsleben steht heute dem Sammeln von Daten offen, und in den folgenden Bereichen findet es schon statt: grundlegender Geschäftsbetrieb, Produktion, Lieferkettenmanagement, Kundenverhalten, Erfolg von Marketingkampagnen, Arbeitsabläufe usw. Und auch über externe Faktoren wie Markttrends, Branchennews und Vorstöße der Konkurrenz sind weitreichende Informationen verfügbar. Dank dieser guten Verfügbarkeit von Daten ist das Interesse an Methoden, mit denen sich nützliche Informationen und Wissen aus diesen Daten gewinnen lassen, gestiegen – das Reich der Data Science.




1.1  Allgegenwärtige Datenerfassungsmöglichkeiten​





​Aufgrund der Verfügbarkeit großer Datenmengen sind Unternehmen fast aller Branchen bestrebt, diese Daten zu nutzen, um Wettbewerbsvorteile zu erzielen. Früher konnten Unternehmen Statistiker, Entwickler und Analysten einsetzen, um die Daten manuell zu untersuchen. Der enorm große Umfang und die Vielfalt der Daten machen heute jedoch eine Fortführung der manuellen Auswertungen schier unmöglich. Doch wir verfügen mittlerweile über immer leistungsfähigere Computer, Netzwerke sind inzwischen allgegenwärtig, und es wurden Algorithmen zur Verknüpfung von Datensätzen entwickelt, die umfassendere und gründlichere Analysen als zuvor ermöglichen. Diese Begebenheiten haben dazu geführt, dass die Anwendung von Data-Science- und Data-Mining-Techniken in Unternehmen enorm gestiegen ist.

Am weitesten verbreitet ist der Einsatz von Data-Mining-Techniken​ im Marketing, etwa bei der Auswertung von Zielgruppenansprache, Onlinewerbung und Empfehlungssystemen. Data Mining wird im Rahmen des allgemeinen Customer Relationship Managements zur Analyse des Kundenverhaltens eingesetzt, um Kundenschwund zu verhindern und um den Kundenwert zu maximieren. Die Finanzbranche setzt Data Mining zur Bonitätsbewertung, beim Handel mit Krediten, bei der Betrugsermittlung und bei der Personalplanung ein. Und große Einzelhändler wie Walmar​t oder Amaz​on nutzen Data Mining in allen Unternehmensbereichen, vom Marketing bis zum Lieferkettenmanagement. Viele Firmen haben sich mit dem Einsatz von Data Science einen strategischen Vorsprung erarbeitet und sind teilweise zu regelrechten Data-Mining-Unternehmen geworden.

Dieses Buch möchte Ihnen dabei helfen, Aufgaben und Herausforderungen im Unternehmen aus der Perspektive der Datenanalyse​ zu betrachten und die Prinzipien zu verstehen, mit denen Sie diese Daten auswerten und für sich nutzen können. Die datenanalytische Denkweise basiert auf einer fundamentalen Struktur und elementaren Prinzipien, die man erst einmal verstehen muss. Oftmals sind Intuition, Kreativität, gesunder Menschenverstand und Fachwissen unverzichtbar. Eine »Datenperspektive« bietet Ihnen Struktur und Prinzipien und somit ein Grundgerüst für die systematische Analyse von Aufgaben und Problemen. Wenn Sie in dieser datenanalytischen Denkweise geübter sind, werden Sie ein Gespür dafür entwickeln, wie und wo Kreativität und Fachwissen einzusetzen sind.

In den ersten beiden Kapiteln des Buchs werden wir verschiedene Themen und Techniken der Data Science​ und des Data Minings erörtern. Die Begriffe »Data Science« und »Data Mining« werden oft synonym gebraucht und Ersterer hat eine Art Eigenleben entwickelt, weil viele Personen und Unternehmen versuchen, aus dem derzeitigen Hype Profit zu schlagen. Allgemein gesagt ist Data Science eine Sammlung grundlegender Prinzipien, die die Wissensextraktion aus Daten beschreiben. Data Mining​ wiederum bezeichnet diese Wissensextraktion aus Daten mithilfe von Verfahren, die eben jene Prinzipien berücksichtigen. Der Begriff »Data Science« wird oft in einem weiteren Sinn gebraucht als der Begriff des traditionellen »Data Minings«. Data-Mining-Verfahren liefern aber einige der besten Beispiele für die Prinzipien der Data Science.


Hinweis

Es ist wichtig, Data Science zu verstehen, auch wenn Sie nicht beabsichtigen, sie selbst anzuwenden. Die datenanalytische Denkweise ermöglicht es Ihnen, Vorschläge für Data-Mining-Projekte zu beurteilen. Wenn Ihnen beispielsweise ein Angestellter, ein Berater oder ein potenzieller Investitionsempfänger vorschlägt, einen bestimmten Unternehmensbereich durch Wissensextraktion aus Daten zu verbessern, sollten Sie in der Lage sein, diesen Vorschlag systematisch zu beurteilen und zu entscheiden, ob er vernünftig oder fehlerhaft ist. Das soll nicht heißen, dass Sie beurteilen können, ob er tatsächlich Erfolg haben wird – dazu sind bei Data-Mining-Projekten oft Tests erforderlich –, aber Sie sollten offensichtliche Fehler, unrealistische Annahmen und Unvollständigkeiten erkennen.



Im weiteren Verlauf des Buchs werden wir einige grundlegende Prinzipien der Data Science beschreiben. Jede dieser Prinzipien erläutern wir näher anhand einer Data-Mining-Technik, die mit diesem Prinzip arbeitet. Für jede dieser Prinzipien finden sich für gewöhnlich viele verschiedene Verfahren, die dafür eingesetzt werden können, doch in diesem Buch konzentrieren wir uns auf die grundlegenden Prinzipien und legen den Schwerpunkt ganz gezielt nicht auf spezielle Techniken. Wir werden daher nicht zwischen Data Science und Data Mining unterscheiden – es sei denn, es ist für das Verständnis des eigentlichen Begriffs von entscheidender Bedeutung.

Betrachten wir kurz zwei Fallstudien der Datenanalyse zum Erkennen von Vorhersagemustern.






1.2  Beispiel: Hurrikan Frances





Aus einem 2004 in der New York Times erschienenen Artikel:


Hurrikan Frances​ war unterwegs, raste durch die Karibik und drohte, direkt auf Floridas Atlantikküste zu treffen. Die Anwohner suchten höher gelegenes Gelände auf, um sich in Sicherheit zu bringen. Weit davon entfernt, in Bentonville (Arkansas), beschloss die Geschäftsführung der Walmart-Kette,​ dass diese Situation ihnen eine großartige Gelegenheit bot, ihr neuestes datengestütztes Instrument einzusetzen: Vorhersagetechnologie.

Eine Woche bevor der Hurrikan auf Land traf, hatte Linda M. Dillman, Walmarts IT-Managerin, ihre Mitarbeiter aufgefordert, anhand der Vorkommnisse, die einige Wochen vorher beim Hurrikan Charley eingetreten waren, Vorhersagen zu treffen. In Anbetracht der Billionen von Bytes über das Einkaufsverhalten, die in Walmarts Datenbänken gespeichert waren, kam sie zu dem Schluss, dass ihre Firma versuchen sollte, »vorherzusagen, was geschehen wird, statt darauf zu warten, dass es geschieht,« wie sie sagte. (Hays, 2004)



Warum wären datengestützte Vorhersagen​​ in diesem Szenario nützlich? Man könnte vielleicht prognostizieren, dass die Menschen in den vom Hurrikan betroffenen Gebieten mehr in Flaschen abgefülltes Wasser kaufen. Gut, das liegt eigentlich auf der Hand, aber wieso bräuchten wir Data Science, um das aufzudecken? Man könnte den vom Hurrikan verursachten Anstieg der Verkäufe vorhersagen, um zu gewährleisten, dass die örtlichen Walmarts ausreichend bevorratet sind. Vielleicht würde eine Untersuchung der Daten auch ergeben, dass eine bestimmte DVD in den vom Hurrikan betroffenen Gebieten ausverkauft ist – aber womöglich war sie in der fraglichen Woche landesweit ausverkauft, nicht nur in den vom Hurrikan bedrohten Gebieten. Diese Vorhersage könnte durchaus nützlich sein, ist aber wohl viel allgemeiner als Dillman beabsichtigte.

Von größerem Nutzen wäre es, vom Hurrikan tatsächlich verursachte Verhaltensmuster​ zu entdecken, die nicht offensichtlich sind. Dazu müssten Analysten die von Walmart in ähnlichen Situationen (wie bei Hurrikan Charley) gesammelten Daten untersuchen, um eine ungewöhnliche Nachfrage nach bestimmten Produkten aufzuspüren. Anhand dieser Muster wäre das Unternehmen in der Lage, außergewöhnlich hohe Nachfragen nach bestimmten Produkten vorauszusehen und die Läden entsprechend zu bevorraten, bevor der Hurrikan auf die Küste trifft.

Tatsächlich geschah das auch. Die New York Times (Hayes, 2004) schrieb: »... die Experten untersuchten die Daten und stellten fest, dass die Ladengeschäfte bestimmte Produkte tatsächlich vermehrt benötigen würden – und zwar nicht nur die üblichen Taschenlampen. 'Wir wussten vorher nicht, dass vor einem Hurrikan der Verkauf von im Toaster aufbackbarem Fertiggebäck mit Erdbeergeschmack um den Faktor sieben steigt,' so Dillman in einem Interview. ›Und am besten verkaufte sich Bier.‹«[1]






1.3  Beispiel: Vorhersage der Kundenfluktuation





​Wie werden solche Datenanalysen durchgeführt? Sehen Sie sich dazu ein zweites, etwas typischeres Szenario an und überlegen Sie, wie man es aus Sicht der Datenanalyse​ handhaben würde. Es wird uns als ständiges Beispiel dienen, das viele der in diesem Buch aufgeworfenen Fragen beantwortet und einen gemeinsamen Bezugsrahmen bietet.

Stellen Sie sich vor, Sie arbeiten als Analytiker bei MegaTelCo, einem der größten Telekommunikationsunternehmen der USA. Es gibt ein größeres Problem mit der Kundenbindung im Mobiltelefongeschäft. In den Mittelatlantikstaaten wie New York, New Jersey und Pennsylvania wandern 20 Prozent der Mobiltelefonkunden ab, wenn ihr Vertrag ausläuft, und es wird zunehmend schwieriger, Neukunden zu gewinnen. Seit der Sättigung des Mobiltelefonmarkts ist auch das Wachstum abgeflaut. Die Telekommunikationsunternehmen versuchen, die Kunden bei ihren Konkurrenten abzuwerben und die eigenen bei der Stange zu halten. Den Wechsel von einem Anbieter zum anderen bezeichnen wir als Abwanderung,​ und diese ist besonders kostspielig: Ein Unternehmen muss Geld für Anreize ausgeben, um Kunden anzulocken, ein anderes verliert Umsätze, wenn ein Kunde abwandert.

Nun liegt es an Ihnen, zum Verständnis des Problems beizutragen und eine Lösung zu ersinnen. Neukunden zu gewinnen ist erheblich teurer als Bestandskunden zu halten, daher dient ein Großteil des Marketingbudgets dazu, das Abwandern von Kunden zu verhindern. Die Marketingabteilung hat schon ein entsprechendes Angebot entworfen. Ihre Aufgabe besteht darin, einen genauen, schrittweisen Plan zu entwickeln, wie das Data-Science-Team die riesigen Datenressourcen von MegaTelCo nutzen kann, um zu entscheiden, welchen Kunden vor dem Ablauf ihrer Verträge das neue Angebot unterbreitet werden soll.

Überlegen Sie sorgfältig, welche Daten Sie dazu verwenden könnten und wie Sie diese einsetzen. Stellen Sie sich insbesondere die Frage, wie MegaTelCo die Kunden auswählen soll, die das Angebot für eine Vertragsverlängerung erhalten, damit die Kundenabwanderung so weit wie möglich verhindert und dabei das Budget eingehalten werden kann. Die Beantwortung dieser Frage ist erheblich komplizierter, als man auf den ersten Blick denkt. Wir werden im Verlauf des Buchs wiederholt darauf zurückkommen und die Lösung allmählich verbessern, während wir ein Verständnis für die fundamentalen Konzepte der Data Science entwickeln.


Hinweis

Kundenbindung​ ist tatsächlich eines der Hauptanwendungsgebiete für Data-Mining-Technologien – insbesondere in der Telekommunikations- und Finanzbranche. Diese beiden Branchen haben aus Gründen, auf die wir noch zu sprechen kommen, als erste und am umfassendsten Data-Mining-Technologien eingesetzt.








1.4  Data Science, Engineering und datengestützte Entscheidungsfindung





Zur Data Science gehören Prinzipien, Prozesse und Verfahrensweisen, die durch (automatisierte) Datenanalyse zum Verständnis bestimmter Phänomene beitragen. In diesem Buch sehen wir das oberste Ziel der Data Science in der Verbesserung der Entscheidungsfindung, weil diese gemeinhin für Unternehmen von unmittelbarem Interesse ist.​

Abbildung 1.1 zeigt Data Science im Kontext verschiedener anderer eng verwandter und mit Daten verbundener Prozesse im Unternehmen. Data Science ist von anderen Aspekten der Datenverarbeitung zu unterscheiden, die zunehmend an Bedeutung gewinnen. Fangen wir oben an.

Die datengestützte Entscheidungsfindung​ (engl. Data-Driven Decision-Making, kurz DDD)​ beschreibt das Vorgehen, Entscheidungen von der Datenanalyse abhängig zu machen, statt nur der Intuition zu folgen. Beispielsweise könnte eine Marketingfachfrau die Anzeigen, die sie schaltet, allein anhand ihrer langjährigen Erfahrung und ihrer Einschätzung dessen, was gut funktioniert, auswählen. Oder aber sie zieht eine Datenanalyse, die auswertet, wie Kunden auf verschiedene Anzeigen reagieren, zur Entscheidungsfindung heran. Ebenso ist es möglich, eine Kombination beider Ansätze zu verwenden. DDD ist keine Frage von »Alles oder Nichts«, daher setzen verschiedene Firmen DDD in unterschiedlichem Umfang ein.


[image: ]

Abb. 1.1: Data Science im Kontext verschiedener mit Daten verbundener Prozesse im Unternehmen



Die Vorteile der datengestützten Entscheidungsfindung sind schlüssig dargelegt worden. Der Wirtschaftswissenschaftler Erik Brynjolfsson und seine Kollegen vom MIT sowie der Wharton School der Universität von Pennsylvania haben eine Studie durchgeführt, die zeigt, wie DDD die Unternehmensleistung beeinflusst. (Brynjolfsson, Hitt und Kim, 2011). Sie entwickelten eine Kennzahl für DDD, die Firmen danach beurteilt, in welchem Maß sie auf Daten zurückgreifen, um unternehmensrelevante Entscheidungen zu treffen. Anhand dieser Analyse konnten sie zeigen, dass eine Firma statistisch gesehen umso produktiver ist, je stärker sie Daten nutzt – selbst wenn sie dabei mit einem breiten Spektrums von Störfaktoren konfrontiert ist. Und die Unterschiede sind keineswegs gering. Ein um eine Standardabweichung höherer Wert auf der DDD-Skala ist mit einer Erhöhung der Produktivität von 4 bis 6 Prozent verbunden. Darüber hinaus korreliert DDD auch mit Anlagenrendite, Eigenkapitalrendite, Anlagennutzung sowie Börsenwert – und der Zusammenhang scheint ursächlich zu sein.

Die Art von Entscheidungen, an denen wir interessiert sind, können in zwei Kategorien unterteilt werden:


	
Entscheidungen, bei denen es erforderlich ist, in den Daten etwas zu entdecken und



	
Entscheidungen, die sich wiederholen, besonders solche, die sehr häufig wiederholt getroffen werden müssen. Hier profitiert die Entscheidungsfindung​ schon von kleinen Verbesserungen, die dadurch bewirkt werden, dass mithilfe von Datenanalysen die Entscheidungsfindung exakter wird.





Das obige Walmart-Beispiel ist vom ersten Typ: Linda Dillman wollte Wissen aufspüren, das Walmart bei der Vorbereitung auf den bevorstehenden Hurrikan Frances helfen sollte.

2012 machte Walmarts Konkurrent Target​ mit einem Fall datengestützter Entscheidungsfindung Schlagzeilen, ebenfalls ein Beispiel für Typ 1 (Duhigg, 2012). Wie die meisten Einzelhändler ist Target nicht nur an den Einkaufsgewohnheiten seiner Kunden interessiert, sondern auch daran, warum diese etwas kaufen und wie man sie beeinflussen kann. Kunden neigen dazu, ihre Gewohnheiten beizubehalten, und es ist ziemlich schwierig, sie davon abzubringen. Den Entscheidungsträgern bei Target war bewusst, dass die Geburt eines Babys die Einkaufsgewohnheiten​ einer Familie beträchtlich verändert. Oder wie es ein Analyst von Target formulierte: »Sobald wir eine Familie dazu bewegen können, Windeln bei uns zu kaufen, wird sie bald auch alles andere bei uns einkaufen.« Diese Tatsache ist den meisten Einzelhändlern bekannt und sie konkurrieren daher miteinander darum, Babyartikel an junge Eltern zu verkaufen. Da die meisten Geburtsregister in den USA öffentlich zugänglich sind, beschaffen sich die Einzelhändler diese Informationen und senden den neuen Eltern spezielle Angebote.

Target jedoch wollte der Konkurrenz voraus sein. Ihr Ziel war es, vorherzusagen, dass jemand ein Baby erwartet. Wenn das gelänge, hätte Target einen Wettbewerbsvorteil​ gegenüber der Konkurrenz, weil sie ihr Angebot eher als die Wettbewerber unterbreiten könnten. Unter Verwendung von Data-Science-Techniken analysierte Target ältere Daten von Kundinnen, von denen sie wussten, dass sie schwanger geworden waren. Schwangere Frauen stellen z.B. oft ihre Ernährungsweise um, tragen andere Garderobe, nehmen Vitaminpräparate ein usw. Diese Indikatoren könnten den älteren Daten entnommen, zur Entwicklung eines Vorhersagemodells genutzt und in einer Marketingkampagne zum Einsatz gebracht werden. Wie werden Vorhersagemodelle​ im weiteren Verlauf des Buchs noch sehr ausführlich erörtern. Fürs Erste ist es ausreichend, zu verstehen, dass ein Vorhersagemodell den größten Teil der Komplexität unserer Welt ausblendet und sich auf bestimmte Indikatoren konzentriert, die irgendwie mit einer relevanten Kennzahl zusammenhängen (wer wird kündigen, wer wird kaufen, wer ist schwanger usw.). Entscheidend ist hier, dass sowohl im Walmart- als auch im Target-Beispiel die Datenanalyse nicht einfach eine Hypothese untersuchte. Stattdessen wurden die Daten in der Hoffnung untersucht, etwas Nützliches zu entdecken. [2]

Bei unserem Beispiel der Kundenabwanderung​ geht es um ein DDD-Problem des Typs 2. MegaTelCo hat Hunderte von Millionen Kunden, und jeder davon ist ein Abwanderungskandidat. Jeden Monat laufen die Verträge von Millionen Kunden aus, bei denen eine Abwanderung in naher Zukunft somit sehr wahrscheinlich wird. Wenn wir besser abschätzen könnten, wie profitabel es wäre, sich auf einen bestimmten Kunden zu konzentrieren, könnten wir daraus möglicherweise großen Nutzen ziehen, indem wir diese Fähigkeit auf die Millionen von Kunden in der Bevölkerung anwenden würden. Die gleiche Logik ist auch auf viele andere Bereiche anwendbar, in denen Data Science und Data Mining intensiv eingesetzt werden: Direktmarketing, Onlinewerbung, Bonitätsbeurteilung, Finanzhandel, Management von Beratungsstellen, Betrugserkennung, Suchmaschinenplatzierung, Produktempfehlungen usw.

Das Diagramm in Abbildung 1.1 zeigt, dass Data Science die Basis für datengestützte Entscheidungsfindu​ng ist, aber auch, dass es eine Überschneidung zwischen beiden gibt. Hierdurch wird die oft übersehene Tatsache betont, dass geschäftliche Entscheidungen zunehmend automatisch von Computersystemen getroffen werden. Verschiedene Branchen haben automatisierte Entscheidungsfindun​gen eingeführt, einige früher, andere später. Die Finanz- und Telekommunikationsbranche gehörten zu den Ersten, größtenteils deshalb, weil sie schon frühzeitig Datennetze und Computer einsetzten, die eine Zusammenführung und Modellbildung von Daten in großem Maßstab sowie die Anwendung der daraus resultierenden Entscheidungsfindungsmodelle ermöglichten.

In den 1990er-Jahren veränderten sich die Banken- und Verbraucherkreditbranche​ drastisch aufgrund der automatisierten Entscheidungsfindung. Zur selben Zeit implementierten Banken und Telekommunikationsunternehmen umfassende Computersysteme, die mittels datengestützter Entscheidungsfindungen Betrügereien verhindern sollten. Auch die Handelssysteme wurden zunehmend computergesteuert, und es fand eine Automatisierung von Merchandising-Entscheidungen statt. Bekannte Beispiele sind die Belohnungsprogramme von Harrah’s Casinos und die automatisierten Empfehlungen von Amazon oder Netflix. Derzeit erleben wir eine Revolution in der Anzeigenwerbung, vor allem aufgrund der stark zunehmenden Zeit, die Kunden online verbringen und der Möglichkeit, buchstäblich in Sekundenbruchteilen Anzeigen schalten zu können.






1.5  Datenverarbeitung und »Big Data«





An dieser Stelle ist ein kurzer Exkurs wichtig, um einen anderen Punkt anzusprechen. Vieles im Bereich der Datenverarbeitung​ hat nichts mit Data Science zu tun – auch wenn man in den Medien einen anderen Eindruck gewinnen könnte. Data Engineering​ und Datenverarbeitung sind für Data Science zwar von entscheidender Bedeutung, sie sind jedoch viel allgemeiner. Heutzutage werden viele Datenverarbeitungssysteme und -technologien irrtümlich als Data Science bezeichnet. Für das Verständnis von Data Science und datengestützten Geschäftsmodellen ist es jedoch wichtig, die Unterschiede zu kennen. Data Science benötigt Zugang zu den Daten und profitiert von ausgeklügeltem Data Engineering, das durch die Datenverarbeitungstechnologien unterstützt wird. Diese beiden Technologien stellen für sich genommen jedoch keine Data Science dar. Sie unterstützen Data Science, wie in Abbildung 1.1 dargestellt, sind aber auch für vieles andere nützlich. Datenverarbeitungstechnologi​en sind für viele datenorientierte geschäftliche Aufgaben sehr wichtig, bei denen es nicht um Wissensextraktion oder um datengestützte Entscheidungsfindungen geht, wie etwa die effiziente Bearbeitung von Transaktionen, die Verarbeitung durch moderne Webanwendungen oder das Management von Onlineanzeigenkampagnen.

Den »Big Data«-Technologien (wie Hadoop, HBase und MongoDB) wurden in den Medien viel Beachtung geschenkt. Big Data​ bedeutet im Wesentlichen, dass es sich um Datenmengen handelt, die für herkömmliche Datenverarbeitungssysteme zu groß sind und daher neue Verarbeitungstechnologien erfordern. Ebenso wie herkömmliche Technologien werden Big-Data-Technologien für viele verschiedene Aufgaben eingesetzt, inklusive Data Engineering. Gelegentlich werden Big- Data-Technologien sogar zur Implementierung von Data-Mining-Verfahren eingesetzt. Weitaus häufiger jedoch kommen die wohlbekannten Big-Data-Technologien zur Datenverarbeitung bei der Unterstützung von Data-Mining-Verfahren und anderen Data-Science-Aktivitäten zur Anwendung, wie Abbildung 1.1 zeigt.

Wir haben bereits Brynjolfssons Studie erläutert, die die Vorteile datengestützter Entscheidungsfindungen belegt. Eine andere Studie, die von dem Wirtschaftswissenschaftler Prasanna Tambe von der NYU Stern School durchgeführt wurde, untersucht, in welchem Maß Firmen von Big-Data-Technologien profitieren können (Tambe, 2012). Unter Berücksichtigung verschiedener möglicher Störfaktoren stellte er fest, dass mit dem Einsatz von Big-Data-Technologien ein beträchtliches zusätzliches Produktivitätswachstum einhergeht. Mit einem Einsatz von Big-Data-Technologien, der im Vergleich zu durchschnittlichen Firmen um eine Standardabweichung höher ist, ist eine 1 bis 3 Prozent höhere Produktivität verbunden; umgekehrt führt ein um eine Standardabweichung niedrigerer Einsatz zu einer Verringerung der Produktivität um 1 bis 3 Prozent. Dadurch kann es zu extrem großen Produktivitätsunterschieden zwischen verschiedenen Firmen kommen.






1.6  Von Big Data 1.0 zu Big Data 2.0





Eine Möglichkeit, sich den Status von Big-Data-Technologien vor Augen zu führen, besteht darin, ihn in Analogie zu der Akzeptanz von Internettechnologien zu setzen. Im Web 1.0 waren Unternehmen damit beschäftigt, elementare Internettechnologien einzurichten, um eine Webpräsenz zu etablieren, die eigenen E-Commerce-Fähigkeiten aufzubauen und die Betriebsabläufe zu optimieren. Wir befinden uns gewissermaßen in der Ära Big Data 1.0. Unternehmen sind damit beschäftigt, ihre Fähigkeiten auszubauen, große Datenmengen zu verarbeiten, vor allem um ihr aktuelles Vorgehen zu unterstützen – beispielsweise die Verbesserung der Effizienz.

Nachdem die Unternehmen die Technologien des Web 1.0 konsequent integriert hatten (und damit für sinkende Preise der zugrundeliegenden Technologien gesorgt hatten), begannen sie, über den Tellerrand hinauszublicken und sich zu fragen, was das Web ihnen bieten und wie es ihre althergebrachten Verfahren verbessern könnte – das Zeitalter des Web 2.0​ war angebrochen, in dem neue Systeme und Unternehmen die interaktive Natur des Webs zu ihrem Vorteil nutzten. Die Veränderungen, die diese neue Denkweise mit sich brachte, sind tiefgreifend. Am offensichtlichsten manifestieren sie sich durch die Verknüpfungen zu sozialen Netzwerken und die Zunahme der Bedeutung des einzelnen Verbrauchers (oder Bürgers).

Wir sollten davon ausgehen, dass auf Big Data 1.0 die Phase Big Data 2.0​ folgt. Sobald Unternehmen dazu in der Lage sind, riesige Datenmengen flexibel zu verarbeiten, werden sie sich fragen: »Was kann ich jetzt tun, das vorher nicht möglich war? Welche Aufgaben kann ich besser erledigen als vorher?« Wir stehen vermutlich vor einem Goldenen Zeitalter der Data Science. Die in diesem Buch vorgestellten Prinzipien und Verfahrensweisen werden künftig sehr viel umfänglicher und tiefgreifender angewendet werden als heute.


Hinweis

Wir möchten betonen, dass einige weitsichtige Firmen schon sehr viel früher Ideen des Web 2.0 einsetzten als die breite Masse. Amazon​ ist ein Paradebeispiel, verlieh es doch dem Verbraucher durch Produktbewertungen und Rezensionen (und die Bewertung von Rezension) eine Stimme. Auf ähnliche Weise setzen heute schon einige Firmen Big Data 2.0 ein. Wieder nimmt Amazon eine Vorreiterrolle ein und stellt ein auf Unmengen von Daten beruhendes datengestütztes Empfehlungssystem bereit. Es gibt weitere Beispiele: Online Werbetreibende müssen extrem große Datenmengen (einige Milliarden Anzeigenaufrufe täglich sind nicht ungewöhnlich) verarbeiten und sehr hohen Datendurchsatz erzielen (in Echtzeit arbeitende Auktionssysteme treffen Entscheidungen in wenigen Millisekunden). Wir sollten uns diese und ähnliche Branchen ansehen, wenn wir nach Hinweisen auf Fortschritte bezüglich Big Data und Data Science suchen, die bald auch in anderen Branchen Einzug halten werden.








1.7 Daten und Data-Science-Fähigkeiten als strategisches Gut





Im letzten Abschnitt kam eines der fundamentalen Prinzipien der Data Science zur Sprache: Daten und die Fähigkeit, ihnen nützliches Wissen zu entnehmen, sollten als wichtiges strategisches Gut betrachtet werden. Zu viele Firmen sehen in der Datenanalytik hauptsächlich die Möglichkeit, irgendwelche vorhandenen Daten auszuwerten und beachten dabei nicht, ob ihr Unternehmen überhaupt das erforderliche analytische Talent dazu hat. Wenn man diese Dinge aber als ein Gut begreift, versetzt uns das in die Lage, explizit darüber nachzudenken, in welchem Maße wir in diese investieren sollten.​ Häufig fehlen uns genau die richtigen Daten, um die bestmögliche Entscheidung zu treffen oder die erforderlichen Fähigkeiten, um anhand dieser Daten die bestmögliche Entscheidungsfindung zu unterstützen. Aber wenn man sie als ein Gut betrachtet, gelangt man zu der Erkenntnis, dass Daten und Data-Science-Fähigkeiten​ einander ergänzen. Das beste Data-Science-Team kann ohne angemessene Daten kein vernünftiges Ergebnis erzielen, und auch geeignete Daten können ohne entsprechende Data-Science-Fähigkeiten die Entscheidungsfindung nicht wesentlich verbessern. Wie bei allen Gütern ist es oft erforderlich, Investitionen zu tätigen. Ein erstklassiges Data-Science-Team aufzubauen ist zwar keine leichte Aufgabe, kann jedoch für die Entscheidungsfindung einen enormen Unterschied bedeuten. Wir werden diese strategischen Überlegungen bezüglich der Data Science in Kapitel 13 ausführlich erörtern. Unsere nächste Fallstudie zeigt, dass sich explizites Nachdenken über Investitionen in Daten und Data-Science-Fähigkeiten oftmals wirklich auszahlt.

Die klassische Geschichte der kleinen Signet-Bank​ aus den 1990er-Jahren ist ein typisches Beispiel. In den vorangegangenen 1980er-Jahren hatte Data Science in der Verbraucherkreditbranche drastische Änderungen verursacht. Modelle zur Berechnung der Wahrscheinlichkeit von Kreditausfällen​ hatten dazu geführt, dass in der Branche keine persönliche Bewertung der Kreditwürdigkeit mehr stattfand, sondern durch Strategien zu Massive Scale und Marktanteil ersetzt wurden, die gleichzeitig Skaleneffekte bewirkten. Aus heutiger Sicht erscheint es merkwürdig, doch damals waren alle Kreditkarten​ aus zwei Gründen mehr oder weniger gleich teuer. Zum einen verfügten die Kreditkartenunternehmen über kein angemessenes Informationssystem zur Handhabung unterschiedlicher Preise, zum anderen war das Bankenmanagement der Ansicht, dass die Kunden unterschiedliche Preise nicht hinnehmen würden. Die strategischen Vordenker (Richard Fairbanks und Nigel Morris) bemerkten ca. 1990, dass die IT inzwischen leistungsfähig genug war, ausgeklügeltere Vorhersagemodelle​ zu ermöglichen – unter Verwendung der in diesem Buch erörterten Verfahrensweisen –, um unterschiedliche Geschäftsbedingungen anbieten zu können (heutzutage sind das Gebühren, Kreditgrenzen, niedrige Zinsen, Prämien, Treuepunkte usw.). Die beiden konnten die großen Banken jedoch nicht davon überzeugen, sie als Berater einzustellen und ihre Ideen in die Tat umzusetzen. Nachdem sie erfolglos alle großen Banken aufgesucht hatten, weckten sie schließlich das Interesse einer kleinen Regionalbank in Virginia: der Signet-Bank.​ Die Manager der Bank waren davon überzeugt, dass die richtige Strategie darin bestand, ein Profitabilitätsmodell​ zu erstellen, das nicht nur auf der Ausfallwahrscheinlichkeit basierte.​ Ihnen war bewusst, dass ein kleiner Teil der Kunden tatsächlich für mehr als 100% des mit Kreditkartengeschäften erwirtschafteten Gewinns verantwortlich war (denn die übrigen waren nur kostendeckend oder Verlustgeschäfte). Wenn sie die Profitabilität anpassen würden, könnten sie ihren besten Kunden bessere Angebote unterbreiten und so den Großbanken die profitabelsten Kunden abspenstig machen.

Die Signet-Bank stieß jedoch bei der Umsetzung dieser Strategie auf ein echtes Problem: Ihr fehlten die erforderlichen Daten für das Profitabilitätsmodell, mit dessen Hilfe verschiedene Kunden unterschiedliche Angebote erhalten sollten. Niemand verfügte damals über entsprechende Daten. Da die Banken Kredite zu bestimmten Konditionen gemäß eines Standardmodells anboten, verfügten sie nur über die Daten für ein Profitabilitätsmodell, die zum einen die in der Vergangenheit angebotenen Konditionen erfassten und zum anderen die Daten von Kunden, denen gerade ein Kredit angeboten worden war (die also nach dem vorhandenen Modell als kreditwürdig galten).

Was sollte die Signet-Bank tun? Sie brachte eine fundamentale Strategie der Data Science ins Spiel: die erforderlichen Daten auf eigene Kosten zu erwerben. Wenn wir Daten schon als ein Gut betrachten, müssen wir auch darüber nachdenken, ob und wie viel wir in sie investieren. Der Signet-Bank gelang es, Daten über die Profitabilität von Kunden mit verschiedenen Kreditkonditionen zu sammeln, indem sie Experimente durchführte. Verschiedenen Kunden wurden nach dem Zufallsprinzip unterschiedliche Konditionen angeboten. Ohne den Kontext der Datenanalyse erscheint das töricht und als ein sicherer Weg, Geld in den Sand zu setzen. Das kann man so sehen, aber in diesem Fall sind die Verluste als Kosten der Datenerhebung zu betrachten. In der datenanalytischen Denkweise​ muss berücksichtigt werden, ob der Wert der Daten die Investition rechtfertigt.

Und wie ging es mit der Signet Bank weiter? Wie Sie vielleicht vermutet haben, stieg die Anzahl überschuldeter Konten rasant, nachdem die Bank angefangen hatte, zwecks Datenerhebung Konditionen nach dem Zufallsprinzip anzubieten. Die Kreditausfälle​ der Signet-Bank, die vorher branchenführend war (nur 2,9% der Kredite wurden nicht zurückgezahlt), stiegen auf fast 6% an. Die Bank schrieb einige Jahre Verluste, während die Data Scientists daran arbeiteten, anhand der gewonnenen Daten Vorhersagemodelle zu entwickeln, diese zu beurteilen und anzuwenden, um höhere Profite zu erzielen. Da die Firma die Verluste als Investitionen in die Daten betrachtete, fuhr sie trotz der Proteste Ihrer Aktionäre damit fort. Schließlich schaffte die Kreditkartensparte der Signet-Bank die Kehrtwende und wurde so profitabel, dass sie als eigenständiges Unternehmen von den übrigen Geschäftsbereichen der Bank abgespalten wurde, die nun dem Erfolg des Verbraucherkreditgeschäfts untergeordnet waren.

Fairbanks wurde Aufsichtsratsvorsitzender und CEO und Morris wurde Vorstand und COO. Sie fuhren damit fort, Prinzipien der Data Science in allen Geschäftsbereichen anzuwenden – nicht nur bei der Kundengewinnung​, sondern auch bei der Kundenbindung​. Wenn Kunden sich nach besseren Konditionen erkundigten, wurde mithilfe von datengestützten Modellen​ die potenzielle Profitabilität verschiedener Handlungsweisen (unterschiedliche Angebote, inklusive der Beibehaltung des Status quo) errechnet, und der Computer des Kundenberaters zeigte das bestmögliche Angebot an.

Von der kleinen Signet-Bank haben Sie vielleicht vorher noch nie gehört, aber wenn Sie dieses Buch lesen, dürfte Ihnen der Name der daraus gegründeten Tochtergesellschaft vielleicht bekannt sein: Capital One.​ Fairbanks und Morris neues Unternehmen wurde schnell zu einem der größten Kreditkartenaussteller der USA und weist eine der niedrigsten Kreditausfallraten der Branche auf. Im Jahr 2000 wurden Berichten zufolge mehr als 45.000 solcher »wissenschaftlicher Tests« (so werden sie dort genannt) durchgeführt. [3]

Studien, die eine eindeutige Quantifizierung des Werts von Daten angeben, sind schwer zu finden, vor allem weil viele Firmen zögern, Ergebnisse mit strategischem Wert offenzulegen. Eine der wenigen Ausnahmen ist eine Studie von Martens und Provost (2011), die zu beurteilen versucht, ob Daten über die Transaktionen eines bestimmten Bankkunden die Modelle verbessern können, die als Entscheidungsgrundlage dafür dienen, welche Produkte diesem Kunden angeboten werden. Die Bank erstellt anhand der Daten Modelle, um zu entscheiden, welchen Kunden gezielt verschiedene Produkte angeboten werden. Bei der Untersuchung wurden verschiedene Datentypen und ihr Einfluss auf die Vorhersagekraft​ ausgewertet. Soziodemografische Daten bieten eine gute Möglichkeit, die Verbraucher abzubilden, die das ein oder andere Produkt wahrscheinlich kaufen.​ Die soziodemografischen Daten sind allerdings so beschaffen, dass sie ab einem gewissen Umfang keine weiteren Erkenntnisse mehr bringen. Im Gegensatz dazu verbessern die detaillierten Daten über die (anonymisierten) Transaktionen eines einzelnen Kunden die Vorhersagekraft im Vergleich zu soziodemografischen Daten erheblich. Der Zusammenhang ist klar und auffallend, und – das ist hier besonders wichtig – die Vorhersagekraft nimmt weiter zu, wenn mehr Daten verwendet werden. Bei den von Martens und Provost verwendeten Daten steigt die Vorhersagekraft kontinuierlich an, ohne dass es Anzeichen eines Nachlassens gibt. Daraus ergibt sich eine wichtige Folgerung: Banken, die über größere Datenmengen verfügen, besitzen womöglich einen wichtigen strategischen Vorteil gegenüber ihren kleineren Wettbewerbern. Wenn sich diese Trends verallgemeinern lassen und die Banken fähig sind, ausgeklügelte Analysen vorzunehmen, sollten Banken mit größeren Datenmengen in der Lage sein, die für bestimmte Produkte geeigneten Kunden besser zu identifizieren. Das führt letztendlich zu einer erhöhten Akzeptanz der Produkte​ der Bank oder zu verringerten Kosten der Kundengewinnung – oder zu beidem.

Die Vorstellung, Daten als strategisches Gut zu betrachten, ist natürlich keineswegs auf Capital One oder auf die Finanzbranche beschränkt. Amazon​ hat schon frühzeitig damit begonnen, Daten über Onlinekunden zu sammeln und sorgt damit für einen beträchtlichen Aufwand beim Anbieterwechsel:​ Die Kunden betrachten die Bewertungen und Rezensionen von Amazon als einen Mehrwert. Dadurch fällt Amazon die Kundenbindung leichter und das Unternehmen kann für seine Premium-Dienste sogar Gebühren erheben (Brynjolfsson und Smith, 2000). Harrah´s Casino​ hat in das Sammeln und Auswerten von Daten über Glücksspieler investiert und wurde von einem kleinen Spielkasino in den 1990er-Jahren durch die Übernahme von Caesar's Entertainment 2005 zum größten Glücksspielunternehmen der Welt. Der enorme Börsenwert von Facebook​ wird den riesigen und einzigartigen Datenbeständen zugeschrieben (Sengupta, 2012), die sowohl aus Informationen über die einzelnen Personen und ihre Vorlieben als auch aus Informationen über die Struktur des sozialen Netzwerks bestehen. Informationen über Netzwerkstrukturen haben sich als wichtig für Prognosen erwiesen und sind außerordentlich nützlich für die Entwicklung von Modellen, die vorhersagen, wer bestimmte Produkte kauft (Hill, Provost und Volinsky, 2006). Dass Facebook über einen bemerkenswerten Datenbestand verfügt, steht nicht zur Debatte. Ob das Unternehmen jedoch die richtigen Data-Science-Strategien verfolgt, um den größten Nutzen daraus zu ziehen, ist eine offene Frage.

Wir werden im weiteren Verlauf des Buchs noch auf viele der fundamentalen Konzepte zu sprechen kommen, die diesen Erfolgsgeschichten zugrunde liegen, sowie die Prinzipien des Data Minings und der datenanalytischen Denkweise erkunden.






1.8  Datenanalytische Denkweise





​Fallstudien wie die Kundenabwanderung zu analysieren, verbessert unsere Fähigkeit, Aufgaben »datenanalytisch« anzugehen. Eine solche Sichtweise zu fördern, ist eines der vorrangigen Ziele dieses Buchs. Wenn Sie mit einer Aufgabe konfrontiert werden, sollten Sie beurteilen können, ob und wie Daten zu deren Lösung beitragen können. Wir werden eine Reihe grundlegender Konzepte und Prinzipien erörtern, die eine sorgfältige Denkweise erleichtern. Außerdem werden wir einen Handlungsrahmen zur Strukturierung der Analyse entwickeln, damit diese systematisch durchgeführt werden kann.

Wie bereits erwähnt, ist es wichtig, Data Science zu verstehen, auch wenn Sie nicht beabsichtigen, sie selbst auszuführen, denn Datenanalysen sind für Geschäftsstrategien unerlässlich. Unternehmen werden zunehmend durch Datenanalysen​ vorangetrieben, daher ist es beruflich von großem Vorteil, kompetent mit solchen Unternehmen zu interagieren und innerhalb solcher Unternehmen tätig werden zu können. Wenn Sie die grundlegenden Konzepte verstanden haben und über einen Rahmen für eine systematische datenanalytische Betrachtungsweise verfügen, können Sie nicht nur kompetent interagieren, sondern auch Möglichkeiten zur Verbesserung von datengestützten Entscheidungen finden oder datenorientierte Bedrohungen für die Wettbewerbsfähigkeit erkennen.

In vielen traditionellen Branchen nutzen Firmen neue und vorhandene Datenquellen als Wettbewerbsvorteil. Sie setzen Data-Science-Teams ein, damit fortschrittliche Technologien zum Tragen kommen, die einen Umsatzanstieg bewirken und Kosten senken. Hierbei stellt Data Mining eine entscheidende strategische Komponente dar. Facebook​ und Twitter​ sowie viele andere der »Digital 100«-Unternehmen (Business Insider, 2012) besitzen vor allem aufgrund der von ihnen erfassten oder erzeugten Datenbestände einen hohen Börsenwert. [4] Manager müssen zunehmend Analyseteams und -projekte beaufsichtigen, Marketingfachleute müssen datengestützte Kampagnen organisieren und erfassen, Risikokapitalgeber müssen in der Lage sein, vernünftig in Geschäfte mit beträchtlichen Datenbeständen zu investieren, und Geschäftsstrategen müssen Pläne zur Datennutzung schmieden können.

Ein paar Beispiele: Wenn ein Berater vorschlägt, einen Datenbestand zu untersuchen, um Ihren Geschäftsbetrieb zu verbessern, sollten Sie beurteilen können, ob der Vorschlag sinnvoll ist. Wenn ein Wettbewerber einen Datenaustausch mit einem neuen Partner ankündigt, sollten Sie erkennen, ob das für Sie einen strategischen Nachteil bedeutet. Oder nehmen wir an, Sie übernehmen bei einem Start-up eine Stelle als Berater und ihr erstes Projekt ist die Beurteilung des Potenzials für eine Investition in eine Werbefirma. Deren Gründer bringen das scheinbar überzeugende Argument vor, dass sie durch das Sammeln von einzigartigem Datenmaterial eine beträchtliche Wertschöpfung erreichen werden und sind daher der Meinung, dass der Wert ihres Unternehmens höher einzuschätzen sei. Ist das vernünftig? Die Kenntnis der Grundlagen der Data Science ermöglicht es Ihnen, ein paar tiefergehende Fragen zu stellen, die zeigen, ob diese Argumentation wirklich plausibel ist.

In weniger großem Maßstab, dafür jedoch wohl häufiger, werden Datenanalyseprojekte in praktisch allen Unternehmensbereichen eingesetzt. Die Mitarbeiter der entsprechenden Abteilungen müssen mit dem Data-Science-Team zusammenarbeiten. Wenn die fraglichen Mitarbeiter nicht zumindest über Grundkenntnisse der datenanalytischen Denkweise verfügen, werden sie nicht verstehen können, was dabei eigentlich vor sich geht. Dieses fehlende Verständnis führt bei Data-Science-Projekten zu sehr viel größeren Beeinträchtigungen als bei anderen technischen Projekten, weil Data Science verbesserte Entscheidungsfindungen fördert. Dafür ist eine enge Zusammenarbeit zwischen den Data Scientists und den Entscheidungsträgern im Unternehmen erforderlich, wie wir im nächsten Kapitel erläutern werden. Unternehmen, deren Mitarbeiter nicht begreifen, was die Data-Science-Experten eigentlich machen, sind erheblich im Nachteil, weil sie Zeit und Mühe verschwenden, oder noch schlimmer: weil sie letztendlich die falschen Entscheidungen treffen.


Hinweis

Der Bedarf an Managern mit datenanalytischen Fähigkeiten

Das Beratungsunternehmen McKinsey and Company​ schätzt, dass »es zu einem Mangel an Arbeitskräften kommen wird, die es den Unternehmen ermöglichen, Big Data zu nutzen. 2018 werden allein in den USA etwa 140.000 bis 190.000 qualifizierte Fachkräfte fehlen, die über fundierte analytische Fähigkeiten verfügen. Außerdem werden rund 1,5 Millionen Manager und Analysten fehlen, die das Know-how besitzen, die Daten zwecks Entscheidungsfindung zu analysieren.« (Manyika, 2011). Warum werden zehnmal so viele Manager und Analysten gebraucht wie Leute mit tiefergehenden analytischen Fähigkeiten? Data Scientists sind sicherlich nicht so schwer zu managen, als dass für jeden zehn Führungskräfte notwendig sind! Der Grund dafür ist vielmehr, dass viele verschiedene Geschäftsbereiche von der Unterstützung eines Data-Science-Teams profitieren können, um bessere Entscheidungen zu treffen. Allerdings müssen diese Manager, darauf weist auch McKinsey hin, über Grundkenntnisse der Data Science verfügen, um sich diese Unterstützung zunutze machen zu können.








1.9  Dieses Buch





Dieses Buch konzentriert sich auf die Grundlagen der Data Science und des Data Minings – also auf die Prinzipien, Konzepte und Verfahrensweisen, auf denen die entsprechende Denkweise und die Analysen aufbauen. Diese ermöglichen es, Data-Science-Prozesse und -Methoden sehr tiefgreifend zu verstehen, ohne sich ausführlich mit einer Vielzahl bestimmter Data-Mining-Algorithmen​ befassen zu müssen.

Es gibt eine Reihe guter Lehrbücher über Data-Mining-Algorithmen und -Techniken, von praxisnahen Einführungen bis zu mathematischen und statistischen Abhandlungen. Dieses Buch konzentriert sich hingegen auf die grundlegenden Konzepte und darauf, wie sie uns dabei unterstützen, über Probleme nachzudenken, für deren Lösung Data Mining geeignet sein könnte. Das soll jedoch nicht heißen, dass wir uns nicht mit Data-Mining-Verfahrensweisen befassen werden – tatsächlich versinnbildlichen viele Algorithmen gerade diese grundlegenden Konzepte. Aber von wenigen Ausnahmen abgesehen werden wir uns nicht auf die technischen Einzelheiten ihrer Funktionsweise konzentrieren, sondern gerade genug Details liefern, damit man versteht, was die Techniken eigentlich leisten und wie sie sich aus den grundlegenden Konzepten ableiten lassen.






1.10  Data Mining und Data Science





Der Fokus dieses Buchs liegt zum großen Teil darauf, in großen Datenmengen nützliche (nichttriviale, hoffentlich nachvollziehbare) Muster oder Modelle zu entdecken (Fayyad, Piatetsky-Shapiro und Smyth, 1996), und zum anderen auf den zugrundeliegenden Data-Science-Prinzipien, die Basis für das Data Mining sind.​ In unserem Beispiel zur Vorhersage der Kundenabwanderung werden wir die Daten über vorangegangene Abwanderungen verwenden, um Muster aufzuspüren, die wirklich nützlich sind – die es uns also ermöglichen vorherzusagen, welche Kunden wahrscheinlich abwandern werden, oder die dazu beitragen können, bessere Dienste zu entwickeln.

Die grundlegenden Konzepte der Data Science​ entstammen vielen Fachbereichen, die sich mit der Datenanalyse befassen. Wir stellen diese Konzepte im weiteren Verlauf des Buchs ausführlicher vor, wollen an dieser Stelle jedoch einige wenige kurz erörtern, damit Sie eine ungefähre Vorstellung davon bekommen.

Fundamentales Konzept: Die Extraktion nützlichen Wissens​ aus Daten zum Lösen unternehmensrelevanter Aufgaben kann systematisch durch einen Prozess mit klar abgegrenzten Phasen durchgeführt werden. Das Standard-Prozess-Modell für Data Mining (Cross Industry Standard Process for Data Mining, abgekürzt CRISP-DM​, CRISP-DM-Projekt, 2000), legt diesen Prozess fest. Ein solcher Prozess bietet einen Handlungsrahmen zur Strukturierung unseres Denkens über datenanalytische Aufgabenstellungen. So begegnet man in der Praxis beispielsweise immer wieder »Lösungen«, die nicht auf einer sorgfältigen Analyse des Problems beruhen oder nicht gewissenhaft beurteilt werden. Die strukturierte Betrachtungsweise legt großen Wert auf diese oft unterschätzten Aspekte zur Unterstützung der datengestützten Entscheidungsfindung. Eine solche Denkweise sorgt auch dafür, dass erkennbar wird, unter welchen Umständen menschliche Kreativität gefragt ist und wann leistungsfähige analytische Tools zum Einsatz kommen können.

Fundamentales Konzept: Informationstechnologie​ kann dazu eingesetzt werden, in großen Datenmengen aussagekräftige beschreibende Merkmale über Objekte von Interesse zu finden.​ In unserem Beispiel der Kundenabwanderung wäre ein Kunde ein Objekt von Interesse, und jeder Kunde könnte durch eine Vielzahl von Merkmalen, wie Nutzungshäufigkeit, Servicehistorie des Kunden und viele andere, beschrieben werden. Welche dieser Merkmale geben uns Auskunft über die Wahrscheinlichkeit, dass ein Kunde abwandert, wenn sein Vertrag ausläuft? Wie genau ist diese Information? Dieser Vorgang wird oft als Suche nach Variablen beschrieben, die mit der Abwanderung »korrelieren« (wir erläutern diesen Begriff später noch genauer). Ein Analytiker könnte nun einige Hypothesen aufstellen und sie testen. Es gibt Tools, die solche Experimente unterstützen (siehe Abschnitt 2.6, Weitere Analyseverfahren und -Technologien). Alternativ könnte der Analyst die Informationstechnologie dazu einsetzen, automatisch nach aussagekräftigen Merkmalen zu suchen – also letztlich ein umfassendes automatisiertes Experiment durchzuführen. Wie wir noch sehen werden, ist dieses Konzept rekursiv anwendbar, um so anhand mehrerer Merkmale Vorhersagemodelle für die Abwanderung zu entwickeln.

Fundamentales Konzept: Irgendein Zusammenhang lässt sich in den Daten praktisch immer finden, der sich vermutlich jedoch nicht auf andere Daten als die verwendeten verallgemeinern lässt. Dieses Problem wird als Überanpassung​ bezeichnet. Die Data-Mining-Verfahren sind sehr leistungsfähig, und eine Überanpassung zu erkennen und zu verhindern ist bei der Anwendung des Data Minings auf echte Daten von größter Bedeutung. Die Überanpassung und ihre Vermeidung betreffen sowohl Data-Science-Prozesse als auch Algorithmen und Beurteilungsverfahren.

Fundamentales Konzept: Bei der Formulierung von Data-Mining-Lösungen und der Beurteilung der Ergebnisse muss sorgfältig über den Kontext, in dem sie benutzt werden, nachgedacht werden. Wenn wir die Extraktion potenziell nützlichen Wissens zum Ziel haben, wie können wir dann festlegen, was nützlich ist?​ Das hängt in hohem Maß von der fraglichen Anwendung ab. Wie genau können wir beim Abwanderungs-Beispiel das in den vorhandenen Daten aufgespürte Muster anwenden? Sollte neben der Wahrscheinlichkeit, dass der Kunde abwandert, auch der Kundenwert berücksichtigt werden? Oder allgemeiner formuliert: Führt das Muster zu besseren Entscheidungen als ein plausibles alternatives Muster? Wie gut wäre eine Entscheidung nach dem Zufallsprinzip? Und wie gut wäre die übliche »Standardlösung«?

Das sind nur vier der fundamentalen Konzepte der Data Science, die wir noch erkunden werden. Am Ende des Buchs werden wir ein Dutzend dieser grundlegenden Konzepte ausführlich erörtert haben und Sie werden sehen, wie diese uns bei der Entwicklung einer datenanalytischen Denkweise und beim Verstehen der Data-Mining-Verfahren und -Algorithmen sowie der Data-Science-Anwendung im Allgemeinen unterstützen.






1.11  In der Chemie geht es nicht um Reagenzgläser: Data Science vs. die Aufgabe des Data Scientists





Bevor wir fortfahren, sollten wir einen kurzen Blick auf das Data-Science-Engineering werfen. Wenn es um Data Science geht, ist nicht nur von analytischen Fähigkeiten und Datenauswertungsverfahren die Rede, sondern auch von den eingesetzten Tools. In Beschreibungen des Berufsbilds »Data Scientist​« (und in Stellenanzeigen) sind nicht nur Fachgebiete angegeben, sondern auch bestimmte Programmiersprachen und Tools. In Stellenanzeigen werden häufig Data-Mining-Verfahren (z.B. Random Forests oder Support Vector Machines), bestimmte Anwendungsgebiete (Empfehlungssysteme, Optimierung von Anzeigenplatzierungen) und verbreitete Softwaretools zur Verarbeitung von »Big Data« (Hadoop, MongoDB) erwähnt. Häufig wird kaum zwischen der Wissenschaft und der Technologie zur Handhabung großer Datenmengen unterschieden.

Wir müssen an dieser Stelle betonen, dass Data Science, ebenso wie Informatik, eine junge Wissenschaft ist. Bestimmte Fachgebiete sind noch ziemlich neu und die allgemeinen Prinzipien nehmen gerade erst Konturen an. Man könnte den Zustand der Data Science mit dem der Chemie in der Mitte des 19. Jahrhunderts vergleichen, als Theorien und allgemeine Prinzipien formuliert wurden, die Wissenschaft selbst jedoch weitgehend experimenteller Natur war. Jeder gute Chemiker musste auch ein kompetenter Laborant sein. Und ein praktisch tätiger Data Scientist sollte auch im Umgang mit bestimmten Softwaretools geübt sein.

Aus den genannten Gründen konzentriert sich dieses Buch auf die Wissenschaft, nicht auf die Technologie. Sie werden hier keine Anleitung finden, wie man am besten mit einem Hadoop-Cluster Data-Mining betreibt. Es wird auch nicht erläutert, was Hadoop überhaupt ist und was daran spannend ist. [5] Wir konzentrieren uns auf die allgemeinen Prinzipien der Data Science, die sich herausgebildet haben. In 10 Jahren werden sich die vorherrschenden Technologien wahrscheinlich geändert oder so weit fortentwickelt haben, dass ihre Erörterung hier veraltet wäre. Die allgemeinen Prinzipien sind jedoch heute dieselben wie vor 20 Jahren und werden sich wahrscheinlich in den kommenden Jahrzehnten kaum ändern.






1.12  Zusammenfassung





In diesem Buch geht es um die Extraktion nützlichen Wissens und aussagekräftiger Informationen aus großen Datenmengen, um geschäftliche Entscheidungsfindungen zu verbessern. Durch das umfassende Sammeln von Daten in nahezu allen Branchen und sämtlichen Geschäftsbereichen eröffnen sich für das Data Mining neue Möglichkeiten. Der Vielfalt verschiedener Data-Mining-Verfahren liegt eine deutlich kleinere Zahl fundamentaler Konzepte zugrunde, auf denen Data Science beruht. Diese Konzepte sind allgemeiner Art und bilden die Grundlage für Data Mining und Business Analytics.

Um in der heutigen datenorientierten Geschäftswelt erfolgreich zu sein, muss man verstehen, wie sich diese Konzepte auf bestimmte geschäftliche Aufgabenstellungen anwenden lassen – die datenanalytische Denkweise. In diesem Kapitel haben wir beispielsweise das Prinzip erörtert, Daten als ein strategisches Gut zu betrachten. Und sobald man auf diese Weise denkt, muss man sich auch fragen, ob man in diese Daten Geld investiert (und wie viel). Aus diesem Grund ist das Verständnis dieser fundamentalen Konzepte nicht nur für Data Scientists selbst von Bedeutung, sondern auch für alle, die mit ihnen zusammenarbeiten oder sie einstellen möchten, datenlastige unternehmerische Vorhaben planen, oder die Anwendung der Datenanalyse in einem Unternehmen lenken wollen.

Der konzeptuelle Handlungsrahmen, von dem im Buch immer wieder die Rede sein wird, unterstützt die datenanalytische Denkweise. Das automatisierte Aufspüren von Mustern in Daten ist beispielsweise ein Prozess klar abgegrenzter Phasen (die das Thema des folgenden Kapitels sind). Diesen Prozess und die verschiedenen Phasen zu verstehen, fördert eine systematischere datenanalytische Denkweise und macht diese weniger anfällig für Fehler und Versäumnisse.

Es gibt überzeugende Beweise, dass datengestützte Entscheidungsfindungen der Geschäftsentwicklung in erheblichem Maß zuträglich sind. Data Science fördert datengestützte Entscheidungsfindungen​ (sie liefert die Entscheidung in manchen Fällen sogar automatisch). Sie ist auf Big-Data-Technologien zum Speichern und Verwalten der Daten angewiesen, beruht jedoch auf anderen Prinzipien. Die in diesem Buch vorgestellten Data-Science-Prinzipien unterscheiden sich auch von anderen wichtigen Technologien (und werden durch diese ergänzt), wie statistische Hypothesentests und Datenbankabfragen (die ein Thema für sich sind). Im nächsten Kapitel werden wir einige dieser Unterschiede eingehender betrachten.







[1] Natürlich! Was passt besser zu aufgebackenem Fertiggebäck als ein kühles Bier?




[2] Target war damit so erfolgreich, dass die Ethik dieser Vorgehensweise infrage gestellt wurde. Ethische Bedenken und Datenschutzfragen sind interessant und sehr wichtig, aber nicht Gegenstand dieses Buchs.




[3] Mehr zu Capital Ones Entwicklung finden Sie bei Clemons und Thatcher, 1998, und McNamee, 2001.




[4] Das ist natürlich keineswegs ein neues Phänomen. Amazon und Google sind etablierte Firmen, die dank ihrer Datenbestände eine enorme Wertschöpfung erzielen.




[5] Eine kurze Erklärung liefern wir aber doch: Hadoop​ ist eine weitverbreitete Open-Source-Architektur für hochgradig parallelisierbare Berechnungen und gehört zu den aktuellen »Big Data«-Technologien zur Verarbeitung riesiger Datenmengen, deren Umfang die Kapazität relationaler Datenbanksysteme überschreitet. Hadoop beruht auf dem von Google entwickelten Framework für Parallelverarbeitung MapReduce.












Kapitel 2: Geschäftliche Aufgaben und Data-Science-Lösungen





Fundamentale Konzepte:


	
Verschiedene kanonische Data-Mining-Aufgaben



	
Der Data-Mining-Prozess



	
Überwachtes und unüberwachtes Data Mining





Zu den wichtigen Prinzipien der Data Science gehört, dass Data Mining ein Prozess mit wohlverstandenen Phasen ist.​ Bei einigen dieser Phasen kommt Informationstechnologie zum Einsatz, wie etwa bei der automatisierten Erkennung und Auswertung von Mustern in den Daten, während bei anderen vor allem die Kreativität des Analysten, Fachkenntnisse und gesunder Menschenverstand gefragt sind. Den gesamten Prozess zu verstehen trägt dazu bei, Data-Mining-Projekte zu strukturieren, damit sie eher einer systematischen Analyse gleichen als einem auf Glück und Scharfsinn gestützten Unterfangen.

Der Data-Mining-Prozess teilt die eigentliche Aufgabe, Muster in den Daten zu finden, in mehrere klar definierte Unteraufgaben auf, und ist deswegen auch für die Strukturierung von Diskussionen über Data Science nützlich. In diesem Buch werden wir diesen Prozess als übergreifenden Handlungsrahmen für unsere Erläuterungen nutzen. Dieses Kapitel ist eine Einleitung in den Data-Mining-Prozess, zunächst aber stellen wir diesen in einen geeigneten Zusammenhang, indem wir einige gängige Data-Mining-Aufgaben​ betrachten. Dadurch können wir bei den Erläuterungen zum Prozess als Ganzem und bei der Vorstellung weiterer Konzepte in den nachfolgenden Kapiteln konkreter werden.

Am Ende dieses Kapitels kommen wir kurz auf einige wichtige Themen der Geschäftsanalyse zu sprechen, die eigentlich nicht Gegenstand dieses Buchs sind (für die es aber umfangreiche Literatur gibt), wie Datenbanken, Datenhaltung und elementare Statistik.




2.1 Von geschäftlichen Aufgaben zum Data-Mining-Verfahren





Jede datengestützte Aufgabe​ zur Entscheidungsfindung in einem Unternehmen ist einzigartig und bildet eine eigene Kombination aus Zielen, Wünschen und Einschränkungen – und manchmal spielen sogar Persönlichkeiten eine Rolle. Wie so oft beim Engineering, sind den geschäftlichen Aufgaben bestimmte Anforderungen gemeinsam. In Zusammenarbeit mit den Projektleitern der jeweiligen Firma zerlegt der Data Scientist die geschäftliche Aufgabe in Teilaufgaben​. Die Lösungen der Teilaufgaben können dann schließlich zur Lösung der Hauptaufgabe zusammengesetzt werden. Manche dieser Teilaufgaben sind einzigartig, andere sind beim Data Mining aber durchaus gängig. Die Vorhersage​ der Kundenabwanderung ist beispielsweise einzigartig für MegaTelCo: Die Aufgabe besitzt Aspekte, die sich von den Vorhersagen der Kundenfluktuation aller anderen Telekommunikationsunternehmen unterscheiden. Die Teilaufgabe, anhand der vorhandenen Daten die Wahrscheinlichkeit abzuschätzen, ob ein bestimmter Kunde nach Ablauf seines Vertrags abwandert, wird wahrscheinlich Bestandteil aller Vorhersagen der Abwanderung sein. Nachdem die spezifischen Daten von MegaTelCo in ein bestimmtes Format (das im nächsten Kapitel erläutert wird) konvertiert worden sind, ist diese Wahrscheinlichkeitsabschätzung​ bestens für ein sehr gebräuchliches Data-Mining-Verfahren geeignet. Wir wissen sowohl praktisch als auch theoretisch sehr gut Bescheid über die Lösung gängiger Data-Mining-Aufgaben. In den nachfolgenden Kapiteln werden wir Handlungsrahmen vorstellen, die bei der Aufteilung geschäftlicher Aufgaben in Teilaufgaben und der Zusammensetzung der Teillösungen hilfreich sind.


Tipp

In der Data Science ist es wichtig, datenanalytische Aufgaben in Teilaufgaben​​ zerlegen zu können, die sich durch gebräuchliche Data-Mining-Verfahren lösen lassen, für die Tools verfügbar sind. Das Erkennen gängiger Aufgaben verhindert, dass man das Rad neu erfindet und so Zeit und Ressourcen verschwendet. Außerdem wird es dadurch möglich, sich auf interessantere Teile des Prozesses zu konzentrieren, die ein menschliches Eingreifen erforderlich machen – noch nicht automatisierte Teilaufgaben, bei denen menschliche Kreativität und Intelligenz ins Spiel kommen müssen.



Trotz der Vielzahl der Data-Mining-Algorithmen, die im Laufe der Jahre entwickelt wurden, gibt es nur eine Handvoll grundsätzlich unterschiedlicher Aufgabentypen​, die sich mit diesen Algorithmen lösen lassen. Es lohnt sich, diese Aufgaben eindeutig zu definieren. In den nächsten Kapiteln werden wir die ersten beiden (Klassifizierung und Regression) nutzen, um einige der fundamentalen Konzepte zu veranschaulichen. Im Folgenden bezeichnet der Begriff »Individuum«​ sowohl natürliche Personen, wie Kunden oder Verbraucher, als auch juristische Personen, wie z.B. ein Unternehmen. Wir kommen in Kapitel 3 ausführlicher darauf zurück. Bei vielen Analyseprojekten suchen wir nach »Korrelationen« zwischen Variablen, die ein Individuum beschreiben, und anderen Variablen. Wir könnten den Daten beispielsweise entnehmen, welche Kunden abgewandert sind, nachdem die Laufzeit ihres Vertrags endete. Wir könnten dann versuchen herauszufinden, welche anderen Variablen mit einem Kunden korrelieren, der in naher Zukunft abwandern wird. Das Aufspüren solcher Korrelationen​ ist das einfachste Beispiel für eine Klassifizierung bzw. eine Regression.


	
Klassifizierung​ und Wahrscheinlichkeitsabschätzung​ der Klassenzugehörigkeit​ versuchen, für ein zur Grundgesamtheit gehörendes Individuum vorherzusagen, zu welchen (einigen wenigen) Klassen dieses Individuum gehört. Für gewöhnlich schließt die Zugehörigkeit zu einer Klasse die Zugehörigkeit zu einer anderen aus. Eine Frage, die der Klassifizierung dient, ist beispielsweise: »Welche der MegaTelCo-Kunden werden ein bestimmtes Angebot wahrscheinlich annehmen?« In diesem Beispiel könnte man die beiden Klassen als wird annehmen und wird nicht annehmen bezeichnen.

Für die Klassifizierung liefert ein Data-Mining-Verfahren ein Modell, das bei Auftauchen eines neuen Individuums ermittelt, zu welcher Klasse dieses Individuum gehört. Scoring​ und Wahrscheinlichkeitsabschätzungen der Klassenzugehörigkeit sind sehr ähnliche Aufgaben. Ein auf ein Individuum angewendetes Scoring-Modell ermittelt statt einer Klassenvorhersage​ eine Punktzahl, die die Wahrscheinlichkeit (oder ein anderes Wahrscheinlichkeitsmaß) dafür angibt, dass ein Individuum zu einer bestimmten Klasse gehört. In unserem Szenario der Angebotsannahme würde ein Scoring-Modell die einzelnen Kunden auswerten und eine Punktzahl liefern, die angibt, wie wahrscheinlich es ist, dass ein Kunde auf das Angebot eingeht. Klassifizierung und Scoring sind eng miteinander verwandt – ein Modell, das die eine Aufgabe erledigen kann, lässt sich für gewöhnlich modifizieren, um auch die andere zu erledigen.



	
Eine Regression​ (Abschätzung des Werts) versucht, für jedes Individuum den numerischen Wert einer Variable abzuschätzen oder vorherzusagen. »Wie oft wird ein bestimmter Kunde den Dienst nutzen?« ist ein Beispiel für eine Frage, die durch eine Regression beantwortet werden kann. Die hier vorherzusagende Eigenschaft (die Variable) ist die Dienstnutzung. Man könnte dafür ein Modell entwickeln, indem man die Dienstnutzung vergleichbarer Individuen der Grundgesamtheit betrachtet. Eine Regression liefert ein Modell, das den Wert einer Variable für ein bestimmtes Individuum abschätzt.

Regression und Klassifizierung sind verwandt, es gibt jedoch Unterschiede. Zwanglos könnte man sagen, dass eine Klassifizierung vorhersagt, ob etwas der Fall ist, eine Regression hingegen sagt voraus, in welchem Ausmaß dies eintritt. Der Unterschied wird im weiteren Verlauf des Buchs noch deutlich werden.



	
Ein Ähnlichkeitstest​ versucht, anhand der bekannten Daten einander ähnliche Individuen zu finden und kann unmittelbar dazu genutzt werden, ähnliche Objekte zu identifizieren. Beispielsweise ist IBM​ daran interessiert, Firmen zu finden, die ihren besten Geschäftskunden ähnlich sind. So wird gewährleistet, dass sich die Vertriebsmitarbeiter ausschließlich auf diese Kunden, die die besten Verkaufschancen versprechen, konzentrieren können. Die Ähnlichkeitstests werden anhand von Daten durchgeführt, die bestimmte Merkmale von Unternehmen beschreiben. Ähnlichkeitstests bilden die Grundlage einer der verbreitetsten Methoden für Produktempfehlungen​ (Leute zu finden, die ähnliche Produkte wie Sie mögen oder gekauft haben). Ähnlichkeitstest kommen auch bei vielen anderen Data-Mining-Tasks zum Einsatz, wie bei der Klassifizierung, der Regression und beim Clustering. In Kapitel 6 werden wir Ähnlichkeit und die verschiedenen Anwendungen ausführlich erörtern.



	
Beim Clustering​ wird versucht, die Individuen einer Grundgesamtheit anhand ihrer Ähnlichkeit zu gruppieren, ohne damit ein bestimmtes Ziel zu verfolgen. »Lassen sich unsere Kunden in natürliche Gruppen oder Geschäftsfelder einteilen?« ist eine Frage, die durch Clustering beantwortet werden kann. Bei der vorbereitenden Erkundung neuer Geschäftsbereiche erweist sich Clustering als nützlich, um zu ermitteln, ob es natürliche Gruppen gibt, weil diese Gruppen ihrerseits andere Data-Mining-Verfahren oder -Ansätze nahelegen. Clustering dient auch als Grundlage für Entscheidungsfindungen, die Fragen wie die folgenden betreffen: »Welche Produkte sollten wir anbieten oder entwickeln? Wie sollte unser Kundendienst oder Vertriebsteam aufgebaut sein?« In Kapitel 6 werden wir Clustering eingehender betrachten.



	
Die Gruppierung nach gleichzeitigem Auftret​en (manchmal auch als Verbundkaufanaly​se, Suche nach Assoziationsre​geln oder Warenkorban​alyse bezeichnet) dient dazu, Zusammenhänge zwischen Individuen zu finden, die an denselben Transaktionen beteiligt sind. Die dazugehörige Frage könnte lauten: »Welche Produkte werden häufig zusammen gekauft?« Beim Clustering wird anhand der Merkmale von Objekten nach Ähnlichkeiten gesucht, bei der Gruppierung nach gleichzeitigem Auftreten dagegen anhand des gemeinsamen Vorkommens in Transaktionen. So könnte beispielsweise die Analyse der Einkäufe in einem Supermarkt ergeben, dass Hackfleisch und Chilisoße viel häufiger zusammen gekauft werden als angenommen. Um zu entscheiden, wie man auf diese Entdeckung reagieren sollte, ist ein wenig Kreativität erforderlich. Vielleicht könnte man eine gezielte Werbeaktion veranstalten, eine gemeinsame Warenpräsentation beider Produkte oder ein Kombiangebot anbieten. Das gleichzeitige Auftreten von Produkten bei Käufen ist eine gängige Art der Gruppierung und wird auch als Warenkorba​nalyse bezeichnet. Einige Empfehlungssysteme führen auch eine Art Affinitätsgruppierung durch, indem sie beispielsweise nach Büchern suchen, die oft zusammen gekauft werden (»Kunden, die dieses Buch gekauft haben, kauften auch ...«).
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Hinweis des Verlages zum Urheberrecht und
Digitalen Rechtemanagement (DRM)

Der Verlag raumt lhnen mit dem Kauf des ebooks das
Recht ein, die Inhalte im Rahmen des geltenden
Urheberrechts zu nutzen. Dieses Werk, einschlieBlich
aller seiner Teile, ist urheberrechtlich geschiitzt. Jede
Verwertung auBerhalb der engen Grenzen des Urhe-
berrechtsgesetzes ist ohne Zustimmung des Verlages
unzuldssig und strafbar. Dies gilt insbesondere fiir Ver-
vielféltigungen, Ubersetzungen, Mikroverfilmungen und
Einspeicherung und Verarbeitung in elektronischen
Systemen.

Der Verlag schiitzt seine ebooks vor Missbrauch des
Urheberrechts durch ein digitales Rechtemanagement.
Bei Kauf im Webshop des Verlages werden die ebooks
mit einem nicht sichtbaren digitalen Wasserzeichen
individuell pro Nutzer signiert.

Bei Kauf in anderen ebook-Webshops erfolgt die Signa-
tur durch die Shopbetreiber. Angaben zu diesem DRM
finden Sie auf den Seiten der jeweiligen Anbieter.
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