

[image: Cover Image]



The
Challenge to AI


LICENSE, DISCLAIMER OF LIABILITY, AND LIMITED WARRANTY

By purchasing or using this book and companion files (the “Work”), you agree that this license grants permission to use the contents contained herein, including the disc, but does not give you the right of ownership to any of the textual content in the book / disc or ownership to any of the information or products contained in it. This license does not permit uploading of the Work onto the Internet or on a network (of any kind) without the written consent of the Publisher. Duplication or dissemination of any text, code, simulations, images, etc. contained herein is limited to and subject to licensing terms for the respective products, and permission must be obtained from the Publisher or the owner of the content, etc., in order to reproduce or network any portion of the textual material (in any media) that is contained in the Work.

Mercury Learning and Information (“MLI” or “the Publisher”) and anyone involved in the creation, writing, or production of the companion disc, accompanying algorithms, code, or computer programs (“the software”), and any accompanying Web site or software of the Work, cannot and do not warrant the performance or results that might be obtained by using the contents of the Work. The author, developers, and the Publisher have used their best efforts to ensure the accuracy and functionality of the textual material and/or programs contained in this package; we, however, make no warranty of any kind, express or implied, regarding the performance of these contents or programs. The Work is sold “as is” without warranty (except for defective materials used in manufacturing the book or due to faulty workmanship).

The author, developers, and the publisher of any accompanying content, and anyone involved in the composition, production, and manufacturing of this work will not be liable for damages of any kind arising out of the use of (or the inability to use) the algorithms, source code, computer programs, or textual material contained in this publication. This includes, but is not limited to, loss of revenue or profit, or other incidental, physical, or consequential damages arising out of the use of this Work.

The sole remedy in the event of a claim of any kind is expressly limited to replacement of the book and/or files, and only at the discretion of the Publisher. The use of “implied warranty” and certain “exclusions” vary from state to state, and might not apply to the purchaser of this product.





The
Challenge to AI

Consciousness and Ecological
General Intelligence

Stephen E. Robbins, PhD




[image: image]




Copyright ©2024 by Mercury Learning and Information. 
An Imprint of DeGruyter Inc. All rights reserved.


This publication, portions of it, or any accompanying software may not be reproduced in any way, stored in a retrieval system of any type, or transmitted by any means, media, electronic display or mechanical display, including, but not limited to, photocopy, recording, Internet postings, or scanning, without prior permission in writing from the publisher.


Publisher: David Pallai

Mercury Learning and Information

121 High Street, 3 rd Floor

Boston, MA 02110

info@merclearning.com

www.merclearning.com

800-232-0223


S. E. Robbins. The Challenge to AI: Consciousness and Ecological General Intelligence.

ISBN: 978-1-50152-191-1


The publisher recognizes and respects all marks used by companies, manufacturers, and developers as a means to distinguish their products. All brand names and product names mentioned in this book are trademarks or service marks of their respective companies. Any omission or misuse (of any kind) of service marks or trademarks, etc. is not an attempt to infringe on the property of others.


Library of Congress Control Number: 2023950395


242526321   This book is printed on acid-free paper in the United States of America.


Our titles are available for adoption, license, or bulk purchase by institutions, corporations, etc. For additional information, please contact the Customer Service Dept. at 800-232-0223(toll free).


All of our titles are available in digital format at academiccourseware.com and other digital vendors. The sole obligation of Mercury Learning and Information to the purchaser is to replace the files, based on defective materials or faulty workmanship, but not based on the operation or functionality of the product.







To Susan, the love and support of this work.



CONTENTS



         Preface

Chapter 1    Introduction: AGI—The Gleam in the Eye of AI

The Commonsense Mousetrap

Time and Transformations

The Image of Things

The Image as Sentience

The Challenge to AI

References

Chapter 2    Gibson and the Resonating Brain

Bergson’s Forgotten Question

Storing Features—A Current Memory Model

Velocity Flows and Gibson

Storing Event Invariance Structures?

Symmetry, Resonance: No Storage

A Diagrammatic Gap: The Phenomenal Past

References

Chapter 3    Bergson and the Image of the External World

Bergson, Time, and Direct Perception

The Classic Metaphysic of Space and Time

The Temporal Metaphysic

The Scale of Time

Direct Specification and the Problem of Illusion

A Concrete Resonance

Affordances: The Image as Virtual Action

Real Virtuality and AI

Virtual Action—The Difficult Details

The Biochemical Basis of the Scale of Time

Current Models of LSD’s Action

Tying LSD to Perception

Increasing the Velocities Underlying Perception

LSD-Modulated Perception as Objective

AI: The Problem of Ecological Interaction With the Environment 

References

Chapter 4    Retrieving Experience: Implicitly and Explicitly

Lashley’s Rats: Engrams—Missing

Highly Superior Autobiographical Memory (HSAM) 

Redintegrating Experience: Direct Memory

More on Redintegration

Parametric Variation of Memory Cues in Concrete Events

Analogical Reminding

Connectionist Neural Nets and Their Failure in Analogy

Connectionist Analogy: More Dynamic Problems

Explicit Memory: Conscious Localization in the Past

Childhood Amnesia, the Explicit, and Piaget 

A COST Trajectory—Causality, Object, Space, and Time

The First Two Stages (0–4 months)

Stage 3 (5–7 months) 

Stage 4 (8–11 months)

Stage 5 (12–18 months)

Stage 6 (19+ months)

The Birth of the Symbolic

The Simultaneity of the Symbolic State—Cassirer 

The Dynamical Lens and Simultaneity in Piaget

Note on the Image and the “Image Memory”

References

Chapter 5    Conscious Cognition

The Abstract and the Concrete

The Piagetian Base of Systematicity

C.S. Peirce and Abduction

AI and Deduction

AI and Induction

AI versus Abduction

Abduction and Surprise

Abduction and the Source of Hypotheses 

Abduction and Analogical Reminding

Abduction, Imagination, and Counterfactuals

Abduction and Relevance

Abduction and Causal Reasoning

Abduction and the Problem of the Frame

Underestimating Abduction

Robots versus Ecological Intelligence

Consciousness, Cognition, and Mousetraps

References

Chapter 6    Reaching for Cups—Voluntary Action

Lashley and the Syntax of an Act

Chomsky and Syntax of the Sentence

Atemporal Ideas and the Dynamic Scheme

The Dynamic Scheme—Libet’s Experiment

Actualizing the Image

Organisms: Existence and Change

Organisms as Aging

The Limits of Mathematical Law

Time Is a Force

Mechanical Causality and Repeatability

Dynamical Causality, Consciousness, and “Force”

References

Chapter 7    Generative AI and Human Speech

Preliminary: Bergson and Speech

Machine Speech Recognition (1950s to the GPTs)

Human Speech Perception: The Three Theories

The Motor Theory of Speech Perception

The Direct Realist Theory

The General Learning Approach

Bergson and the Motor Theory of Comprehension

The Auditory Aphasic Phenomena

Brief Stop at Vision

Learning the Motor Diagram

Meaning and Generative AI

Words as Vectors

The Attention Mechanism

Linguistic Understanding and the GPT

Generative AI and the Destruction of Chomsky

Comprehension and the Whole of Mind

An Active Memory

“Filling In”

The Storage of the Elements (Words)

Some Form of Internal Keyboard

MT/DRT and Bergson

The Virtual 

The Progression—The Virtual to Perception

A Psychical Cause

References

Chapter 8    The Problem of Affect

Subject and Object: Bergson’s Unique Panpsychism

Affect: Why It Feels Like Something? 

The Bergsonian Framework for Affect

Solms on Affect

Feelings

The Source of Feeling

The Conflation with the Hard Problem

Adding Friston and Free Energy

The Hard Problem and Feelings

Engineering Consciousness, Entropy and Mathematical Law

Approximation is Not Enough

References

Chapter 9    Space, Time, and the Requirements for a Conscious Device

Ecological Scale and Advanced Turing Tests

Test 1

Test 2

Test 3

Having Tea in the Chinese Room

The Requirements for a Conscious “Device”

Space and Time Revisited

The “Confirmations”

Saving SR via Multiple Reference Systems

Simultaneous Causal Flows 

A Final Note on Time

References

Index




PREFACE



In 1979, as the advance on artificial intelligence was really gaining force, there appeared Gödel, Escher, Bach: an Eternal Golden Braid, or “GEB” for short. This was Douglas Hofstadter’s great contemplation on mind and computers with just a grain or two of Zen thrown in. Hofstadter has since become one of the great skeptics on whether AI can ever master language, and while it seems that his defensive position is being shrunk, so to speak, into an ever-decreasing perimeter, the present book will endeavor to show that there are deeper considerations that Hofstadter could have made, starting, in fact, with the nature of space and time. 

   There was a time when the title of the present book was craftily (it was thought) contemplated to be another “GEB,” playing off Hofstadter’s work, namely, “Gibson, Einstein, Bergson: Another Golden Braid,” while also being a book on the nature of mind and the nature of AI. The name, Einstein, of course, easily evokes for everyone the subject of space and time. Einstein’s contemporary, the French philosopher, Henri Bergson, however, is almost a forgotten name, even in philosophy, yet his reputation as a “philosopher of time” was so high in those days and his dispute with Einstein over the interpretation of Special Relativity and the famous twin-paradox so salient (the paradox wherein a rocket-traveling twin is held to age less than his brother who remains on the earth), that it is suspected this debate might have resulted in Einstein receiving the Nobel Prize not for relativity, but rather for the photoelectric effect.

   This debate, in our opinion, was far from resolved. It goes to the essence of time, and time and consciousness are inextricably linked. So at the beginning of the AI era, it came as a shock to the author when as a graduate student, he discovered that the great theorist of perception, James J. Gibson, sided with Bergson and against the physicists. Gibson is the founder of “ecological psychology.” He is the theorist of “affordances,” these being the very essence of ecological intelligence, and also the proponent of “direct perception,” wherein we directly see the coffee cup “out there” on the kitchen table, there being no image of the cup “in the brain,” or in some “mental space.” A remark Gibson made in a conference talk, to wit, “Physicists mislead us when they say ‘there is no simultaneity’�” came after reading a paper by the author attempting to reconcile Bergson and Einstein. Gibson is right. We shall see that to understand consciousness, conscious perception, sentience—that simple question of how we see, thus experience the coffee cup “out there” on the kitchen table, spoon stirring, liquid surface swirling—we must discard physics concepts of space and time; we require a different framework, one that had been explicitly proposed by Bergson and that is required for understanding Gibson.  

   And so this book will dive into the source of the profound difference between man and machine, between AI language understanding and human language understanding, between AI “perception,” and human perception, and into the basis for general intelligence. In this, we will see, finally, an answer as to why indeed “the biology is important,” and why, although hitherto regarded as unrelated, even an unnecessary relation, consciousness is required for cognition. The “device” (thinking of how we characterize the body and brain) required to support all this is quite different from current conceptions. To achieve it, to engineer it—for it requires hardware, not software—will indeed be a challenge for AI.



S. E. Robbins
December 2023







C h a p t e r 1

Introduction: AGI—The 
Gleam in the Eye of AI




THE COMMONSENSE MOUSETRAP



Artificial general intelligence (AGI), is the gleam in the eye of the AI community. This gleam was there “at the beginning,” the beginning being in the 1950s. However, in the author’s experience (circa 1972) the computer metaphor of mind swept into a then rather sleepy cognitive psychology just barely emerging from the grips of Skinner’s rats, a field that, given this injection of the computational framework, ultimately became cognitive science. This beginning was with the publication of Newell and Simon’s Human Problem Solving, a work dedicated to showing that a fundamental algorithm, means–ends analysis, could be applied to tasks like theorem proving, cryptarithmetic problems (e.g., given D = 5, show DONALD + GERALD = ROBERT), even chess. It was dedicated to a human-simulation quest, that is, to showing that human solution processes for the problem closely emulated the steps taken by Newell and Simon’s computer algorithm (which they termed the General Problem Solver [GPS]). This algorithmic scheme, it turned out, would eventually evolve, becoming the industry of “expert systems.”

   While the GPS tasks previously noted do not sound too much like commonsense or general intelligence, in 1971 there was an article by Freeman and Newell titled “Functional Reasoning in Design” [Freeman1971]. This explored an algorithm, very much like means–ends analysis, that could design objects, in their example, a knife. Here they envisioned a database listing “functional provisions” for objects, and “functional requirements.” The object, “handle” would provide the function “holding,” the object, “blade” would provide “cutting,” and the blade would have a functional requirement as well, namely, “being held.” By searching through the database and “matching” the requirements to the provisions, the program could design a knife—the handle providing holding for the blade, the blade providing “cutting.” So, indeed, we would be right there in the Stone Age era with guys dressed in bearskins figuring out how to fashion knives—commonsense knowledge and reasoning to be sure, in fact, something even very “ecological.” Ecological psychology—the school of the great theorist of perception, J. J. Gibson—would use the term affordance here, for surely we are perceiving that the handle “affords” holding and the blade affords cutting things, for example, deerskins.

   Let us take this dimension of commonsense intelligence a bit further. Earlier, perhaps in the 1960s (the author no longer can locate the precise issue), in the widely read magazine Readers Digest, a little “creativity test” for engineers was featured. Suppose, the test proposed, you were given a set of objects: a small box (say, 9" × 9" × 9"), razor blade, toothpicks, rubber bands, string, paper clips, stapler, some sharpened pencils, a chunk (of course) of cheese from the author’s home state of Wisconsin: your task—design a mousetrap. We will proceed with this task via some analogies. First, we will use a sharpened pencil to form a sort of crossbow. The pencil sticks through a hole made in the box wall, it is drawn back with rubber bands stapled to the side, then a toothpick is lodged in a groove to hold the pencil in place, and a string is tied to the toothpick and then to the cheese (Figure 1.1). Or perhaps we design a mouse “beheader” by lodging a razorblade into a pencil, lodging the sharp end of the pencil into a box corner, propping it up with a toothpick, and using rubber bands for pull-down force.


[image: image]
Figure 1.1. Left: A “crossbow” trap. Right: Part of a “beheader” trap.

It would seem that Freeman and Newell’s database of functional provisions and functional requirements (presumably having entries for each of the objects in the potential mouse trap set) is in trouble. Did we really remember to list “piercing” as a functional provision of the pencil? And that “piercing” is certainly not the same as the “piercing” for a pencil or set of pencils functioning in the box—now used as a “pit” trap—where the pencils serve take on the role of vertical pungi stakes. Did we enter “holding” for the box corner, or “holding” for the pencil (now as an axe handle not a knife handle—again, two different forms of “holding”)? These “functions” seem to be emerging dynamically under the analogy being contemplated (crossbow, beheader, pungi stake pit), or better, under the transformation we simply, conveniently, dub “analogy.” 

   Perhaps we require greater generality. Instead of functions, we employ abstract “features” that seem to underlie the functions. For example, the “rigidity” of a pencil or of a spoon, the “flexibility” of the rubber bands, the “sharpness” of the razor. This was the route of a long-respected and well-respected cognitive science model of analogy (since we have entered momentarily into the subject of analogical transformations) by Gentner [Gentner1983], where analogies are formed by comparing (matching) these kinds of features. The connectionist model of analogy-making, DORA (Discovery of Relations by Analogy) [Doumas2008] also followed this path of relying on mapping features to features. But this route too falls prey to the dynamics of transformations. A sock—dubbed “floppy” in the feature database—emerges as very sufficiently “rigid” when used in a fly-swatting transformation to swat a fly. The spoon, featuring the feature “rigid,” suddenly has just enough flexibility to launch a pea at big sister across the kitchen table.

[image: image]
Figure 1.2. Part of ChatGPT’s solution to the mousetrap problem (as of May, 2023).

   The generative pretrained transformers (GPTs) of generative AI, we shall see, choose a different route, in one way doing an end-around for the entire problem, in another way, simply following the same approach, but essentially relying on a form of a premade solution to the problem. In fact, a part of ChatGPT’s solution to the mousetrap (as of May, 2023) is shown in Figure 1.2 where the GPT was told to build a mousetrap from the above-listed components “after the pattern of a crossbow.” (Its “crossbow” purposely will not kill the mouse; only capture it.) Move a robot backwards in time (to include its camera and microphone), where the robot is guided in its actions via instructions from a GPT—back, back to the Stone Age. Remove, in other words, GPT’s database of word-vectors derived from the vast knowledge of the human race as distilled in internet text. Place the robot and its GPT (or what is left of the GPT) in the pure ecological world. Now ask it to design a knife or build a rodent trap in an environment where the standard materials its robot tribe used are no longer available. This ecological setting, versus how the GPT can do this in our current world via the internet, is what is meant by the “end-around.” This, of course will certainly be examined in the discussion to come. 



TIME AND TRANSFORMATIONS



Transformations. These obviously are creatures of time; they occur over time, over what is at least—shall we say for the moment—perceived by humans as continuous time, as continuous change. The spoon stirring the coffee is seen continuously circling, the coffee’s liquid surface continuously swirling. The sock employed in swatting is in continuous motion toward the fly. The rubber bands pulling the pencil back to its cocked position move in continuous motion. In this, curiously, we come to Roger Penrose and his infamous arguments [Penrose1994], inspired by Gödel’s proof, for the necessary existence of what he termed “noncomputational thought.” The arguments are infamous, we think we can say, because they were extremely adversely received, with much critique, by cognitive science and the AI community, with some shock to Penrose (see, for example, the comments on his précis of his earlier book [Penrose1990]). 

   Penrose envisioned a proof—a proof based entirely on visual transformations—of “a computation that does not stop” (i.e., an instance of the “halting” problem), to wit, each successive addition of a hexagonal number invariantly makes a cube (or cubical number). Therefore in a very commonsensical, mundane way, just as we might fold or bend the wire of a paperclip to function in some new version of a mousetrap, he portrayed a hexagonal number (e.g., 19) being folded into a three-sided, near-cubical structure (Figure 1.3), then stacked over the previous number (the previous number being a cube, 8), now making a new cubical number, 27. This folding/stacking/cubing process which is making successively larger cubes “obviously” (i.e., to the human mind) carries on infinitely. In this, we have simple operations of commonsense intelligence (folding, stacking) exalted to the status of participants in a mathematical proof, and one of Penrose’s points was that all proofs rely on this level of knowledge, that is, on an “inexhaustible” pool of invariants derived from our commonsense experience—folding, stacking, cutting, pushing, stretching, and on.


[image: image]
Figure 1.3. Penrose: A visual proof of a computation that does not stop—his noncomputational thought. A hexagonal number/form is folded (invariantly) into a three-sided cube, and stacked over the previous, invariantly making a cube. (Adapted from Penrose, 1994.) 

   Penrose was keying on this aspect being perceived (i.e., the always-resultant construction of a cube) as an invariance over this entire transformation of successive foldings and stackings, that is, an invariance seen over the globality of the transformation, over time, as a continuous event. This is what he thought required consciousness. What he was not explicit about, in fact, apparently did not explicitly see himself, is that he was simultaneously requiring some form of continuous time, again, at minimum at least in our perception, and equally an invariance perceived over this global, continuous transformation. This is to say, when he pointed to this form of “noncomputational” thought, a thought that requires consciousness, the “consciousness” he considered is inextricably linked to a perception over continuous time, in effect, to a form of memory “gluing” together as it were, as a whole extended in time, all the “instants” we like to think time is composed of, or in the computational framework, all the successive “states” of a computation. Without this glue, thus without the perception of the globality of the transformation, there is no perception of the invariance over the transformation also involved. 

   So, there are two things here: First, there is the source of the continuity of transformations, what we have already termed the memory or glue of the instants or states. Second, we are dealing with imagery—visual imagery, either in perception as we play concretely with mousetrap components in plain visual sight, transforming a pencil into a spear, rotating and positioning it into a hole in the side of the box, stretching/attaching the rubber bands—or mental, as we imagine the operations—folding, stacking—in things like Penrose’s proofs.

   Penrose was hardly the first to remark on this essential, transformational nature of thought. Virtually all the works of the great theorist of child cognitive development, Jean Piaget, could be said to be devoted to this, with titles such as The Child’s Conception of Space, The Child’s Conception of Time, The Construction of Reality in the Child, and The Child’s Conception of Movement and Speed. One could also list Arnheim (Visual Thinking, 1969), Bruner (Beyond the Information Given, 1973), and Hanson (Patterns of Discovery, 1958). For one more illustration, let us take the gestalt psychologist, Max Wertheimer in his 1945 work, Productive Thinking [Wertheimer1945].


[image: image]
Figure 1.4. Computing the area of a parallelogram.

Wertheimer recounts being shocked by children in classrooms who were stuck, rigidly programmed by an algorithmic method for computing the area of a parallelogram, namely, the method of dropping a perpendicular from each of the top two angles of the figure. When he simply rotated the figure on the blackboard (with the normally horizontal edges now being vertical), the children exclaimed that they no longer understood how to compute the area. Yet Wertheimer had witnessed a five-year old girl with a cardboard parallelogram take scissors and cut off the two triangular ends, repositioning them to make a (easily area-computable) rectangle, and he watched another five-year old girl simply fold the cardboard parallelogram into a cylinder, then ask for a scissors so she could cut it into a rectangle—obviously both dynamic visual transformations of thought (Figure 1.4). 


[image: image]
Figure 1.5. Left: Wertheimer’s initial “point” intuition. Right: Wertheimer’s  “polygon” intuition. (Adapted from Wertheimer, 1945.)

Wertheimer recounted his own case of this when he was part of a restaurant conversation with an artist who asserted, “The sum of the angles of a polygon must always be 360 degrees.” Wertheimer thought, “This is not possible, an isosceles triangle has 180 degrees (3 × 60°), a rectangle has 360 degrees (4 × 90°), and a hexagon has 720 degrees (6 × 120°),” but his mind started working on the problem, something he sensed to be correct. He recounts that the next day there came an intuition of a point, where the point is surrounded by an angular space of 360 degrees (Figure 1.5, Left) and he thought, “Is there something similar to this in a closed figure (Figure 1.5. Right)?” A few days later, the thought came, “Rather than a point, if I had a line (Figure 1.6, Top), it also has a space surrounding.” And then, “How would I now proceed to obtain a closed figure?” His answer: “By breaking the line � where the d is the angle of rotation.” (Figure 1.6, Bottom). 


[image: image]
Figure 1.6. The intuition of breaking the line. (Adapted from Wertheimer, 1945.)

And, if one continues this “breaking,” the whole figure is formed as the line rotates and closes (Figure 1.7). The sum of the d’s must be, for a complete revolution, 360 degrees. And shrinking the figure to a point, we see the angular space made up of the ds.


[image: image]
Figure 1.7. Rotating the line around to create the closed figure. (Adapted from Wertheimer, 1945.)

   Albeit with his “noncomputational thought” insight, it is obvious that Penrose is essentially restating Wertheimer along with many others in the older literature of cognitive science that existed before the advent of the “computer-equals-mind” cognitive revolution, all implying dynamic transformations preserving invariance over an indivisible, continuous flow of time. 



THE IMAGE OF THINGS



The role, nay, even the need of imagery in thought has been an issue in cognitive science, while in AI, not an issue at all, for AI does not bother with a role for transforming imagery. Pylyshyn [Pylyshyn1973], a prominent cognitive theorist, only one year after Newell and Simon, simply denied any need of mental imagery, arguing that if images are simply constructed via the data elements and rules for manipulation of the data, the image is simply redundant – all the knowledge is in the rules and data structures in the first place: “In other words, the image has lost all its picture-like qualities and has become a data-structure meeting all the requirements of the form of representation set forth in earlier sections” (p. 22). Pylyshyn would go on to argue that the image can be put directly “� into one-to-one correspondence with a finite set of propositions” (p. 22), while “seeing the image” is now a matter of elementary logical, mechanical operations as in testing the identity of two symbols. 

   Thirty years later, Pylyshyn again challenged the cognitive science field to explain why images are needed [Pylyshyn2002]. The challenge he issued was in the form of a “null hypothesis.” Although now admitting that his abstract symbol manipulations are likely insufficient to account for the form our representations take when experienced as imagery (as in Penrose’s successively stacking cubes), he asked any future theory to explain, why not? Formal language and symbolic calculi, he noted, at least meet the dual requirements essential for reasoning, namely, compositionality (abstracted elements or concepts—shoe, pencil, hot, brown, paperclip, coffee �) and systematicity (lawful manipulation of the elements—“hot coffee,” “brown shoe”). In contemplating certain “mental folding” experiments, where subjects were required to mentally fold paper into objects of certain forms, he noted that the subjects had, by necessity, to proceed sequentially through a series of folds to attain the result. Why? “Because,” he argued, “we know what happens when we make a fold.” It has to do with, he stated, “how one’s knowledge of the effects of folding is organized.”

   The Pylyshyn of 1973, then, would simply deny a component of Penrose’s proof and his argument for non-computational thought, namely, visual imagery as being important. The symbols, data structures, and logical manipulations account for it all, that is, all of Penrose’s proof process. His 2002 version is simply agnostic. In this he would be joined by current AI which essentially committed early on to achieving cognition without imagery. The first component then—the continuity, the glue that holds all the states in a time-extended whole—would have to be applied to the operations of the computing machine, which, however, are always proceeding, by definition, state-by-state-by-state (i.e., by Turing’s definition of computation), remembering that it is these abstract operations that are critical. Whether performed by a modern PC, a Turing machine with infinite tape, a register machine composed of beans and shoe boxes, or an abacus, the actual physical dynamics of these devices are irrelevant, only the effecting of the abstract operations is critical. This intrinsic discreteness of the operations, the missing “glue” of the states or instants, is itself is a problem, but the imagery problem—the question of whether dynamic visual imagery (or auditory, or kinesthetic) is intrinsically involved, in fact is required, for commonsense intelligence is not as easily disposed of as Pylyshyn or the AI field would wish. 

   There is the simple fact that we have already seen, namely, that we perceive the folding of things; we perceive the bending of things. Our visual experience of watching coffee stirring and using our hand in doing the stirring is where our knowledge comes from. Our visual perception of many a folding—of bed sheets, elbows, napkins, cardboard parallelograms—is where the knowledge of “how to make a fold,” as Pylyshyn says, comes from. You can reduce this perceptual experience, as Pylyshyn did, to data structures, symbols, neural net weights, and propositions, but then there is no theory of how that perceived image of ours of the external world—the coffee cup and its spoon continuously in motion, stirring—arises from these sorts of “representational” structures, for surely, whether considered as bit configuration changes or neural flows, these look nothing like the coffee cup and stirring spoon—either within the computer or within the brain—and there is no known path other than the vague and frankly hopeful appeal to an equally vague “emergence” to explain the transition.

   All this is to say that since cognitive science and AI have no theory of the origin of the dynamically changing image of the external world, there is no actual theory of experience, for example, the experience of seeing folds being made or liquids being stirred. Since there is no theory of the origin of experience, there can be no grounded theory of how this experience is stored or supposedly, as Pylyshyn envisions, how it is organized in the brain, especially if as lists of “finite propositions” (a “proposition set” which, given the structure of events via Gibson’s invariance laws—like stirring the coffee—we shall see is simply not possible). Because we do not know how experience is stored, and since our experience is the foundation of our cognition, our entire theory of cognition is also ungrounded. It would certainly seem that it is crucial for both cognitive science and AI to derive a theory of the origin of the image of the external world.



THE IMAGE AS SENTIENCE



To be clear, this question of the origin and nature of the image of the external world is both the problem of sentience and consciousness. AI discussions like to take place around the question of whether an AI can be sentient, and better, whether an AI like GPT-3 may already be sentient, where sentience is defined roughly as, “able to perceive or feel things.” The image of the external world is our experience is sentience. While we watch the coffee being stirred, liquid swirling, feeling the periodic motion of the spoon and the force being applied (applied to the spoon, and the resistance from the liquid), hearing the spoon’s clinking, this is our image of the external world, or in other words, our experience. If this is not sentience, then we have no idea what to call it. Therefore, when we discuss the problem of the origin of the image of the external world, we are smack in the problem of sentience. Consciousness then supposedly gets added in, with a rough definition such as, “aware of and responding to one’s surroundings.” These two definitions are obviously heavily conflated—we are already clearly aware of the coffee swirling and stirring spoon as we perceive the event. And, neglecting the fact that we are already acting, doing the stirring (we do not have to stir in order to be sentient of the coffee being stirred), our ability to act upon the world is yet another question. Any surprise at the sentience problem being stated in terms of “the origin of the image” has its resonance in the strange, actually fatal philosophical misconception that somehow perception is not consciousness. 1 So, to repeat, a theory of the origin of the image of external world is crucial for cognitive science and AI, or rephrased for emphasis: if we have no explanation of the origin of the image of the external world, we cannot possibly have an architecture that accounts for sentience.

   But how? The “origin of the image problem” is already well known, just in a slightly different form. It is known as the “hard problem.” Chalmers stated it in roughly these terms: How, given any particular architecture, whether neural or computer, does that architecture account for the qualia of the perceived world [Chalmers1995]? Chalmers did not use the term “qualia” in his 1995 statement (rather, “quality”), but this is universally considered what was meant. The problem is that this statement of the problem has been a bad misdirection. The term “qualia” is usually exemplified with rather static examples: the red color of a sunset or of a rose, the taste of cauliflower, the brown and cream of the coffee surface. The question is then, how do such qualia arise from bit manipulations in computers or chemical flows in neurons? This has led to enormous philosophical effort to solve the problem in these terms, in fact the problem often being phrased, when reverting to Nagel’s earlier formulation (and some of Chalmers own language), as explaining why an experience “feels like” something or “why it is like” something [Nagel1974]. In fact, perceived form is also qualia—spinning cubes versus slowly rotating cubes versus wobbly, plastically deforming cubes, buzzing flies versus flies slowly flapping their wings like herons. Note that this is already a function of the scale of time that the brain is tuned to and creates in its specification of the world. 


  1. If the existence of this confusion seems questionable, view this paper (“Bergson, Perception and Gibson”) in the Journal of Consciousness Studies [Robbins2000], then realize that the reviewers were reluctant to publish it due to concern that, “It is about perception, not consciousness.”


   The field of matter, or Minkowski’s spacetime manifold if you will, has no particular scale of time—it can be imagined at many different scales. That usually visualized by the physicists, the scale of atoms and whirling electrons, is just one such scale, a “fly” now being a vague, effectively borderless cloud or ensemble of whirling electrons or quarks, or worse. “Buzzing” flies reflect our normal scale of time; heron-like flies would reflect a much slower scale. A heron-like fly cruising by the coffee cup would imply as well a much slower circling spoon, a much slower swirling of the coffee, and any verbal conversation at the kitchen table is going to be greatly slowed down, the syllables within each word far more spread out in time: con – ver – sa – tion. The “qualia” in the image, to include all its forms, are assuredly a function of a particular, specified-by-the-brain, scale of time. But these forms fully populate our time-scaled image of the external world and these forms are dynamic forms, continuously (that word again) changing over time. Here is Valerie Hardcastle’s description of qualia [Hardcastle1995]: “� the conductor waving her hands, the musicians concentrating, patrons shifting in their seats, and the curtains gently and ever-so-slightly waving” (p. 1). 

   In other words, we have a qualia-filled image, full of dynamically changing forms. This is to say that the entire image of the external world is qualia. There is nothing in the image that is not qualia. The hard problem is better and more generally understood as this: the origin of our image of the external world. Yes, there is indeed an affective component in the problem: it is an aspect of the “why does it feel like something?” question. When I see the coffee being stirred, I might well think, “Yummm � coffee” or my spoon might feel a bit hot while I stir and the coffee liquid a bit sluggish to drive the spoon through. But the question of the origin of the image of the cup and stirring spoon “out there,” on the kitchen table, has absolute priority, and in the framework within which we will see that the question must be answered, the nature of affect—at least its fundamental basis—naturally falls out. 

   Hinton, one of the great figures in neural net theory, is one AI-theorist who is aware that sentience is at least perceived to be a problem for AI, that it is equivalent to subjective experience, and that people think subjective experience is special to humans. He notes that this is indeed GPT-4’s assessment of the human attitude: “They [humans] think that the lack of subjective experience will prevent computers from ever having real understanding” (GPT-4, [Hinton2023]).

   Aware of the problem’s criticality to AI, Hinton’s response is to downgrade it to zero in what he admits is akin to Dennett’s approach to the subject (Consciousness Explained, [Dennett2017]). Hinton argues that people have completely misunderstood what the mind is and what subjective experience is, asking us to suppose that we have taken LSD, are now seeing pink elephants, and in wanting to describe what’s going on in our perceptual field, we say, “I’ve got this subjective experience, like pink elephants in front of me.” He argues that in examining what this means, we are trying to say what is going on in our perceptual system, but not by saying that Neuron #52 is highly active as that is useless. But we have this idea that things out there in the world give rise to percepts. 

   So, yes, before continuing Hinton’s thought, “percepts,” put more dynamically, would be our common experience of perceiving the coffee cup, swirling surface and stirring spoon, and the problem is explaining the origin of this dynamically changing, qualia-filled image. The previously explained part of Hinton’s argument is as far as this question is going to be “addressed,” no further—more on illusions, yes; veridical perception, no. 

   Hinton continues, stating that since we have this percept (the pink elephants), we would need to describe to someone what would be out there in the world for this to be the result of normal perception, and what would have to be out there in the world for this to be a normal perception is, indeed, a group of pink elephants running around. He notes that the subjective experience of pink elephants is not as though there is an inner theatre with pink elephants made of funny stuff called “qualia,” but rather, we’re trying to describe our perceptual system via the idea of normal perception, that is, what’s going on here would be normal perception if there were pink elephants. Then, in perhaps the kicker for his argument, he states that what’s funny about pink elephants is not that they’re made of qualia in an inner world, but rather, that they’re counterfactual—they’re not in the real world, but they’re the kind of things that could be. Thus, he argues, they’re not made of spooky stuff in an inner theatre; rather, “� they’re made of counterfactual stuff in a perfectly normal world, and this, finally, is what is meant when people talk about perceptual experience” [Hinton2023]. 

   There is profound confusion here. The image of the coffee being stirred “out there” on the kitchen table is the “normal perception” to which Hinton refers. How did this image arise from neural chemical flows, manipulations of bits, neural nets firing? We hope, by this time, nearly thirty years since Chalmers’ statement of problem, that projecting a matrix of pixels via a neural net for a homunculus to look at and see as a coherent image (not just a bunch of separate, independent pixels) is not considered a theory of experience. Nothing Hinton says answers Chalmers question: “How does the architecture account for this?” Is normal perception, as opposed to illusions, just “factual stuff”—this mere phrase explaining everything? Change the pink elephants to whirling, exploding coffee cups. These too came from “normal perception” or from some combination of experiences (via our memory) therein. With no theory of the origin of our normal perceptual images of coffee cups, the origin of the hallucinatory cup images is just as mysterious. Again, we shall see what a real model of the origin of the image—that “factual stuff”—looks like and why (as GPT-4’s data model is indicating that millions of humans seem to believe) this question is indeed tied to real understanding.



THE CHALLENGE TO AI



AI, Hinton notwithstanding, in our awareness, has been rather blasé about the hard problem. In the way the problem has hitherto been stated and universally debated in the philosophical world, one can sympathize. As noted, since it is scarcely understood that perception (of the coffee stirring) is equally the problem of consciousness, this does not help. And staying within the standard (qualia) framework of the problem, one can ask, does it really matter if we can’t quite state how the “redness of a rose” arises from our neural net architecture? What difference does this make to our getting on with language understanding, image categorization, causal reasoning, even plowing forward on that difficult problem of commonsense knowledge and AGI? But when the problem is reformulated as the origin of our image of a stirring spoon or of folding a sheet of cardboard, that is, the very origin of our experience of the world, thus the very basis of human cognition, to include how humans understand language, perhaps AI will reassess the problem’s significance. 

   Rephrase the question: what is the nature of the “device” (be it brain, a different form of computer, something �) that can support and account for our image of the external world, in fact, a time-scaled image of the external material field—our normal, ecological environment? This will be the initial focus of this book. What we shall see is that the great French philosopher of mind, Henri Bergson, already in 1896 had stated a solution to the hard problem when the problem is indeed understood as the origin of the qualitative image of the external world [Bergson1896]. As the solution anticipated the essence of holography, many years before Gabor’s 1947 discovery of the hologram, Bergson’s framework was so prescient it was not understood by his contemporaries, nor ever since. To Bergson, we must join the theory of the great theorist of perception, J. J. Gibson, and his school of ecological psychology. Gibson is noted for his theory of direct perception—a concept little understood, but which becomes perfectly comprehensible when placed within Bergson’s framework [Gibson1966], [Gibson1979]. Gibson is also noted for these things: his vision of perception as involving “affordances,” the brain as in some sense engaged in a form of “resonance” (which Bergson will help explicate) and his emphasis on laws of invariance as defining the structure of external events, for example, events like stirring coffee, folding napkins, bending wires. In other words, in both the concept of affordances and the notion of events as structured by invariance laws, we find ourselves at the origin, in perception, of commonsense knowledge. 

   This basis, as founded in the nature of perception and in how the brain specifies the time-scaled image of the dynamically changing world, is going to demand a revision on how we think about memory, or better, how we think our experience is “stored,” or per Pylyshyn (same difference), how the knowledge (experience) of folding is “organized,” and how it is retrieved. This in turn, as indicated earlier, implies a different model of cognition and of how we construct those mousetraps and as well, a different model of the nature of human language understanding. What we will see is why, just like perception, cognition requires consciousness—a question with no answer in current cognitive theory, in fact, there being no understood need for consciousness (a bit disconcertingly for some) in the framework of the current computational conception of cognition which seems (we stress, seems) to work just fine without it. AI expert, Stuart Russell, in discussing the subject [Russell2019], simply notes that in the area of consciousness, we really do know nothing and that no one in AI is working on making machines conscious, nor would there be any idea where to start, and perhaps the critical point here, “� and no behavior has consciousness as a prerequisite” (p. 41, emphasis added).

   Why is this going to be a challenge to AI? Because the framework of mind that is going to be laid out implies that both cognitive science as well as the philosophers of mind who monitor this subject can no longer be perfectly in league with AI, for hitherto cognitive science and most of philosophy have been nicely allied with the computational framework of mind. Chalmers devoted an article to the “Singularity” in a 2010 issue of the Journal of Consciousness Studies in which he very much supported this concept of AI in the future equaling, then exceeding, human intelligence [Chalmers2010]. The article was followed in the same journal (JCS, 2012, see [Chalmers2012]) by a set of twenty-six commentators. In his response to the comment-articles, by Chalmers’ own count, fifteen totally endorsed or leaned strongly in his direction (the “Singularity” will happen), with another four merely neutral, making it 19/26 in at least implicit agreement. One of the detractors, Jesse Prinz (an AI theorist), turns out to feel we have already been simulated—by higher intelligences. Therefore the actual statistic could be 20/26. As far as the (six) strong detractors, Chalmers quickly disposed of them all. Francis Heylighen’s critique [Heylighen2012], as an example, that intelligence cannot be treated as an isolated “brain in a vat,” but must be embodied in dynamic interaction with the ecological world rather than isolated from that world, is summarily dispensed with: “As for embodiment and culture, insofar as these are crucial to intelligence, AI can simply build them in” ([Chalmers2012], p. 145). Perhaps, Chalmers allowed, this will require some time, but certainly within the framework of centuries. 

   But embodiment, we will see, cannot be dismissed nor so easily “built in,” not within the conceptual framework in which AI currently works. The framework presented here will say that the brain is a much different device than AI currently envisions, that it is not software creation that is key, but rather engineering, engineering of a very concrete dynamics, as concrete a dynamics (although obviously far from the same) as that of an AC motor. We will see why this concrete dynamics is itself entirely embedded in, intrinsic to, the mechanism by which the coffee cup “out there” in the external world is specified, to include the physical/biological incorporation of Gibson’s invariance laws structuring events. In regard to the latter, while theorists like John Searle have argued that it is the biology that is critical for consciousness [Searle2000], there has been little answer as to why this might be so, and AI has again somewhat justifiably ignored Searle’s philosophical statement. But now there will be at least a partial answer to why a concrete dynamics is needed, although the extreme complexity of the very concrete, biochemical dynamics underlying this “device” can only be very partially explored, for this book only in terms of the (again, very concrete and complex) biochemical basis for the specification of the scale of time. There is however far, far more to explore in the biochemical substrate subject. All this is intrinsic to Gibson’s concept of the (again, very concretely) “resonating” brain, resonating to an external event structured by invariance laws defined over time. This would require AI to now very seriously attend to ecological psychology for, as noted, this brings us to the basis of commonsense knowledge. 2 Therefore, AI will very seriously have to attend to the nature and implications of “embodiment.”


 2. This will mean, however, that ecological psychology will also have to seriously review Gibson’s framework, particularly in the light of his relation to Bergson. This book will equally be a “challenge” to current interpretations of Gibson.



   But it is not just embodiment, for it is the physical, biochemical dynamics of our embodiment that is intrinsic to the solution of the hard problem when taken as we have construed it here—the origin of the image of the external world. Chalmers, whom we might appear to be singling out here, but simply because he is the most prominent and significant theorist in philosophy on AI, curiously seems to not understand the implications of the “hard problem” that he originally coined, even in (what we have termed here) its limited form, in fact, in recent discussions of what he terms “X” problems [Chalmers2022] that seem to be hurdles to AIs gaining sentience, which then presumably would mean the AI is actually having the experience (yes, thus the image) of stirring the coffee, the problem does not even merit mention as a low speedbump. This is reflective of the fact that Chalmers is no appreciator of concrete dynamics, one work for example [Chalmers1996], featuring a discussion wherein a “demon” is said to “preserve the dynamics” of a neural net by running around to all its nodes, noting inputs and outputs (connection weights) on a piece of paper (ultimately on stacks of paper). In other words, for Chalmers, it is just the symbols on the stacks of paper, that is, the purely symbolic manipulations, that are sufficient; concrete dynamics means nothing. How this would solve his original formulation in terms of “how any architecture (such as a neural net) accounts for qualia” is beyond us; he likely knows it does not, but the hard problem in its “just qualia” terms, has somehow faded (at least it seems so) in his mind into insignificance, an insignificance AI has been generally perfectly happy to accept.




   But it cannot so fade; understanding the source of our dynamic, ever-changing image of the ecological world is essential; it absolutely underlies the theory of memory and cognition. Again, if we cannot explain the origin of experience, if we do not know what it actually is, then we cannot have a grounded theory of how this “experience” (of which we know nothing) is stored in the brain, and thus, how this experience is employed in cognition. But this—experience—is the source of human commonsense knowledge and “causal reasoning,” in fact, as we shall see, equally the source of the “abductive” reasoning of C. S. Peirce, a missing element in AI’s models, but part of an integral triad of induction-deduction-abduction (although, careful, for what abduction truly involves is not according to current AI conceptions thereof). Further, the qualitative nature of the image (just think of one case: the heron-like fly versus the “buzzing” fly) will be a severe problem for AI theory. Once this is seen, AI cannot “fade” the hard problem either.

   Let us reemphasize this chain from the image to the commonsense knowledge (or AGI) problem, with the significance of understanding the essence of the problem in commonsense. AI theorists, in the context of the eventual “singularity,” have taken to major worries and discussion about the “values alignment problem.” How, worried Muehlhauser, if one asks an AI to, “get my mother out of the burning building,” does one prevent the AI from simply blowing up the building, nicely ejecting your mom out of the building in the explosion [Muehlhauser2013]? How, worried Yudkowsky, does one stop an AI from “filling the well” as badly as the brooms do with their buckets when commanded to do so by Mickey, the sorcerer’s apprentice [Yudkowsky2008]? But this “values alignment” problem is obviously simply the commonsense knowledge problem. If your super-intelligent AI does not understand that the value of a Toyota for stirring coffee is not all that high, or if it cannot realize a pencil has a nice value as an arrow in a crossbow mousetrap, its intelligence is not really going to be all that great, is it? It has hardly achieved AGI. The worry about “values alignment” only begins when the commonsense knowledge problem is solved: the two problems are the same problem, and that problem begins with the source of our image, thus our experience, of the external world.

   Beneath all this lies a very fundamental problem—our conception of space and time. AI is built on a standard framework of our understanding of space and time, yes, a metaphysic of space and time. Physics, science, and especially mathematics are built upon this metaphysic. In fact, an intellectual evolution in physics occurred wherein a mathematical framework of explanation became accepted as, as equivalent to, a physical explanation. One can trace this evolution in the movement from Newton through Euler and Lagrange (the Lagrangian and Hamilton’s “least action” being taken as the sufficient explanation of the physical paths of objects), unto Einstein and both special and general relativity. AI has been quite happy to ride along with this evolution in thought. In the Bergson-Gibson framework, this metaphysical framework no longer works; a new metaphysical framework—still very physical—involving a concrete dynamics is necessary, is required, to make the ecological model “go.” This, we think, could be the most disturbing thing for AI.

   But let us see what this vision of the brain, as a “device” supporting the specification of the image of the external world, looks like.
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1. Prepare the cardboard box:

* Take the cardboard box and remove the flaps from
one end to create an open space.

» Cut out arectangular section from one of the
remaining flaps. This will serve as the crossbow arm.

2. Attach the pencils:

+ Aftach two pencils vertically to the inside of the
open end of the cardboard box. This will serve as
the crossbow’s frame.

+ Use the stapler and staples to secure the pencils
to the cardboard box.

3. Create the frigger mechanism:

+ Take a toothpick and insert it horizontally through the
crossbow arm, near one end.

+ Aftach a rubberband to the toothpick on the inside
of the crossbow arm.

+ Pull the rubberband back and hook it to the other
end of the toothpick, creating tension.

4. Assemble the crossbow:
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